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Abstract

In this paper, we propose a general methodology for designing semantic role/
relation system. Based on this methodology, we establish a succinct semantic
relation system for consecutive predicative constituents for Chinese, which
includes serial verb construction, discourse construction, and other constructions
describing serial events. This semantic relation system has 13 middle-level classes
and 24 fine-grained sub-classes in contrast to conventional complex classification
schemes and meets the uniqueness and completeness criteria of semantic relation
identification. We conduct experiments on our system by training four annotators
in 1 h to label 200 sentences extracted from Sinica Treebank and HIT-CDTB. With
the help of our predesigned feature-based decision tree and a connective markers
checklist, the annotators attain a 73% consistency with the reference standard annotation
and substantial agreement by Cohen'’s kappa coefficient for middle-level labeling. By
analyzing the labeling error types, we slightly revise our classification scheme and
propose six methods to improve the classification and labeling system, hoping to
achieve even better agreement in the future.

Keywords: Semantic relation identification, Semantic roles, Feature-based semantic
relation system, Serial verb construction, Discourse construction, Discourse relation
recognition

1 Introduction

Essential to natural language understanding are the processes of part-of-speech tag-
ging, parsing, and semantic relation identification. In this paper, our objective is to
clarify the relations between consecutive predicative constituents (abbreviated CPCs),
which include serial verb construction (abbreviated SVC), discourse construction, and
other constructions describing serial events in Chinese text and to find a good and
workable semantic relation system for semantic role/relation labeling tasks. As a con-
sequence, a methodology of semantic role/relation design methodology was also
established.

Chinese has various constructions to juxtapose two predicative constituents, such as
compounding, coordinate constructions, serial verb constructions, and discourse con-
structions. Each CPC may be with/without an overt syntactic marking of the semantic
relation between the described events, for example, ¥KHFEI% zhanbai téu xidng
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'defeated and surrendered'. Whereas in English the conjunction and is used to mark
a simple coordination or temporal succession between VPs, in Chinese, the two VP
constituents are simply adjoined. CPCs may occur in a simple sentence, as shown
in (1a) and (1b), and are termed serial verb construction (Aikhenvald 2006; Lin et
al. 2012; Tao 2009); that which occurs with coherent sequences of sentences as

given in (1c) is called discourse construction (Hovy and Maier 1992; Prasad et al.

2008; Wolf and Gibson 2005).

(1) a. RAMEZE E(VDIE(V2) means-purpose

@)

darénmen__ganzhe__shangshan__daht

the-adults__hurried__go-uphill__hunt-the-tiger

The adults hurried to go uphill (V1) to hunt the tiger (V2).
KR BV BE(V2)BAET cause-result

yidazao__shangshan__leihuai_ xuésheng le

early-in-the-morning__go-up-hill__tire-out__student_ LE

It tired the students out (V2) to go uphill (V1) early in the morning.

S ETR R (VY), R (v2) B, PR (va) ek

condition-result between V1 and V2; event-avoidance between V2 and V3
ru__yu_ xiaxué__yiban__ chéliang_ bimian__shangshan, yimian__

fashéng  wéixian

if _encounter__snow__ordinary__vehicle__avoid__go-up-hill,__lest__
occur__danger

If it snows (V1), it is better to avoid (V2) driving uphill lest danger occurs (V3).

Most studies discuss different constructions separately. However, when studying
semantic relations between CPCs in different constructions, it is not necessary to
regard them as distinct phenomena. Zhou and Xue (2012) described four
characteristics which blur the boundary between discourse construction and serial
verb construction. They are as follows: (i) semi-colon is not always used to separate
the sentences; (ii) in most of the cases, no explicit discourse connectives are used to
denote the discourse relations; (iii) no inflectional clues to differentiate free adjuncts
and main clauses; and (iv) both subject and object can be dropped in Chinese. For in-
stance in (2), there are no essential reasons we need to separate (a) and (b) into dif-
ferent categories of discourse construction and serial verb construction.

a. MSLORHURIE 7. SVC
ta__zhangfu__chéhuo__guoshi_ le
she_ husband__car-accident__died
Her husband died in a car accident.

b. WL FELA, LS T . Discourse Construction
ta__zhangfu__ chéhuo,__sudyi__guoshi_ le
she_ husband__ car-accident, so__died
Her husband met with a car accident, so died.

In this paper, we are targeting to identify semantic relations between CPCs in Chinese.
However, our proposed design methodology is applicable to develop all semantic
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relation systems not limited to consecutive predicative units. To focus our studies, we
exclude predicate-argument relations in our discussion and we do not account for the
problem of delimiting related and unrelated two predicative constituents.

To sum up, CPCs are beyond any syntactic restriction, indicating the constructions
including two events which describe the same subject or an identical topic such as dis-
course construction, serial verb construction, modifier—event construction (e.g., {5 EE
t shangzhong guoshi ‘seriously injured and died’), and causal event-resultative event
construction (e.g., W F Nl guoshi livixia yichan ‘died and left a legacy’). In this
paper, we aim to distinguish the relation between both inter- or intra-sentential CPCs;
not only discourse construction and SVC are included but also sentences modified by a
prepositional phrase or a complemental phrase are all taken into account. By following
our design methodology, we integrate different surface forms of Chinese constructions
from Sinica Treebank (Chen and Huang 2004) and HIT-CDTB (Zhang et al. 2014). It
results in a hierarchical relation system of 24 fine-grained semantic relations, practically
achieving the completeness and uniqueness criteria of relation identification.

The rest of the paper is organized as follows. In Section 2, we provide necessary
background information and address the importance of design methodologies for
semantic relation system. After introducing the distinction between semantic role
labeling and semantic relation identification, we review the relevant literatures in
Section 2.2. In Section 3, we motivate the need for a new relation system and
propose a feature-based design methodology in Section 3.1. Following that, in
Section 3.2, we describe the design of our semantic relation system; in Section 4, a
guideline for semantic relation identification is addressed, and an experiment to
verify the completeness and distinctness of subordinate relations is described and
discussed in Section 5. We conclude the paper in Section 6.

2 Background

2.1 Semantic roles and semantic relations

Semantic role is the role of a dependent daughter with respect to its head constituent.
On the other hand, semantic relation means relations between any two related
constituents. Therefore, semantic relations have a broader coverage than head-
dependent relations, since other than head-dependent relations, they also include
coordinate relations and discourse relations.

Conventional text annotation, such as treebanks, might annotate syntactic dependent
structures and semantic roles of constituents, such as Sinica Treebank (Chen et al.
2003). How is the semantic role of a dependent daughter determined? Usually, it is a
result of considering the parameters of head constituent, dependent daughter, role
marker, and phrasal/sentential pattern. By those factors, we decide a best role to
describe this dependent daughter. The premise of above role assignment scheme is
that there is only one semantic role for each dependent daughter and there is a
limited set of predetermined semantic roles which you may choose from. Such a
simple schema annotates only the semantic role of dependent daughter of head-
dependent relations without considering coordinate relations and relations across
sentences, such as discourse relations. Furthermore, a naive role labeling system
may cause the following problems.
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First of all, each constituent may have dependent relations with multiple heads. For
instance, in (3), an object of a verb-result compound in Chinese has two dependent
relations. One is relation with respect to verb part and the second relation is with result
part. Each bears different semantic relation. However, only single role is assigned to
each dependent daughter. As a matter of fact, multiple relations commonly exist in a

discourse structure, for example topic-comment chains.

(3) FR=HTHALIH (The vase is the patient of ¥] da ‘hit’ or theme of f po ‘broken’.)
zhangsan__dapo__huaping
Zhangsan__hit__broken__vase
Zhangsan breaks the vase.

(4) FEIHFTHE T (The vase is the theme of i po ‘broken’.)
huaping__dapo__le
vase__hit__broken_ LE
The vase was broken.

The second problem is none-exclusiveness of semantic roles/relations. Semantic
roles/relations may categorize into different feature dimensions. The relations between
two constituents may be described by different categories of relations. For example in
(3), the role of {EJifi huaping ‘vase’ may be described by either dynamic relation of pa-
tient or static relation of theme. Similarly temporal relations, cause-result relations are
falling into two different feature dimensions and the two relations may co-exist in
CPCs. Conventionally, semantic roles may each other share the same characteristics
and have idiosyncrasies. Each semantic role can be characterized by a few semantic
features. The best role describing a dependent daughter is the role which matches most
semantic features of the target constituent in its contextual environment (Dowty 1991).
It causes competition among several possible candidate roles. Then, to determine the
best role, in addition to feature matching, should each feature assign different weights
in different contextual environments?

It results in a third practical problem: if a semantic role system is too complicated, it
is very hard to annotate the best role/relation. Since a semantic role of a constituent is
determined not only by the semantic relation with its dependent head but also by the
entire contexture environment of the constituent. As we had mentioned, the major
parameters for semantic role determination are head, dependent daughter, role marker,
and phrasal/sentential pattern. Such criteria cause the complication of determining the
best semantic role as exemplified in (5-7).

(5) a FR—=HiER. (Zhangsan is the patient of “slaughter”; it focused on the
dynamic feature dimension.)
zhangsan__beéi__tdsha
Zhangsan__BEI__slaughtered
Zhangsan was slaughtered.
b. 5k =& . (Zhangsan is the theme of “being slaughtered”; it focused on the
static feature dimension.)
zhangsan__zaotu
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Zhangsan__ZAQO__slaughtered
Zhangsan was slaughtered.

(6) a. SR=IOHWEKILT (Role marker bz delimits “beef” as a patient, i.e. instead of
the main verb, bi becomes the head.)
zhangsan__bd__niGrou__rudnhua__le
Zhangsan__BA__beef _soften
Zhangsan softened the beef.
b. ZFNIRA T (“Beef” is the theme of “soften”.)
nidrou__rudanhua_ le
beef _soften
The beef is softened.

(7) fbHEE (V1) LH(V2). (Do temporal relation, condition-consequence, cause-
result, or elaboration all exist between V1 and V27?)
ta__maipiao__shangché
he__buy__ticket__get-on-the-bus
He bought a ticket (V1) and got on the bus (V2).

A better relational system for human annotators and also for future automation
should meet the criteria of uniqueness and completeness; Uniqueness means two CPCs
may assign a semantic relation (mostly are formed by a pair of semantic roles) which
best describes their semantic relation. Completeness means two CPCs may be assigned
some semantic role(s) to describe their semantic relations. That is, semantic relations
between two CPCs are best described by one of the relation labels in the system
without ambiguity.

Therefore, in designing a semantic relation system for CPCs, we encounter the
following problems: How many relations are needed to meet the completeness
criterion, that is, are all semantic relations between CPCs covered by the pro-
posed classification system? How to meet the uniqueness criterion, that is,
achieve a unique and consistent best labeling for CPCs? In the meanwhile,
should we allow multiple relations while different interpretations occur? In the
following subsections, by studying the related work and summarizing previous
systems and offering our viewpoints, we attempt to answer the above questions
and come up with a workable design methodology and a practical semantic rela-

tion system.

2.2 Related works

In the late 1980s, Mann and Thompson (1988) proposed a new interpretation of
rhetorical structure theory (abbreviated RST) to describe natural texts, characteriz-
ing their structure primarily in terms of relations that hold between parts of the
text. By examining real data, they provided a list which enumerates those which
have proven the most useful 23 relations, including circumstance, solutionhood,
elaboration, background, enablement, and motivation. Continuing the RST
framework, Carlson and Marcu (2001; RST-DT) in their tagging reference manual
claimed 16 classes covering a total of 78 relations, including attribution,
background, cause, comparison, and condition.
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Hovy and Maier (1992) summarized a survey of the conclusions of approximately 30
researchers who proposed more than 400 intersegment relations in different classifica-
tion systems. Hovy then suggested using just as many relations as are required for
determining the major aspects of English discourse structure, that is, approximately 70
relations, organized into a hierarchy of increasing specificity. The top-level classifica-
tions are divided into three parts: Ideational relation is defined between adjacent
segments of material as those relations that express some experience of the world about
us and within our imagination, for example, circumstance, cause/result, and general
condition. Interpersonal relation is defined as holding between adjacent segments of
textual material by which the author attempts to affect the address’s beliefs, attitudes,
desire, and so on, by means of language, for example, interpretation and enablement.
Textual relation is defined as holding between adjacent segments of text which exists
solely due to the juxtaposition imposed by the nature of the presentation medium, for
example conjunction and pre-sequence.

Miltsakaki et al. (2008) proposed four classes covering a total of 38 fine-grained
relations which are annotated to the Penn Discourse Treebank (abbreviated PDTB), the
largest-scale annotated corpus at the discourse level. Their relation structure is
therefore most prevalent. The top-level classifications are divided into four parts:
temporal is used when the situations described in the arguments are related temporally;
contingency is used when the situations described in the arguments are causally
influenced; comparison applies when a discourse relation is established between
arguments in order to highlight prominent differences between the two situations; and
expansion groups all the relations which expand the discourse and move forward its
narrative or exposition.

Based on the lexically grounded approach of PDTB, Zhou and Xue (2012, 2015)
presented a Chinese discourse annotation scheme and focused on the key characteris-
tics of Chinese text which differs from English that we have mentioned in previous
section. They claimed promising results on identifying a discourse relation; classifying
the semantic type of explicit, implicit, or altLex; and determining the argument span.
The agreements of the former are both over 95%, and the latter is over 80%.

Also based on PDTB classification, Huang et al. (2014) adopted discourse connectives
to reveal explicit discourse relation in Chinese. They found there are 808 Chinese
connectives which are eight times more than English connectives. Moreover, the
Chinese discourse connectives have a variety of parts of speech that further deepen the
difficulties of Chinese discourse relation labeling. By using semi-supervised learning
method, the labeling result shows an F-score of 73.22%.

Zhou et al. (2014) followed the annotation scheme of PDTB and presented the first
open discourse treebank for Chinese (abbreviated DTBC). They modified the PDTB
sense hierarchy; three type level senses (ie, CONTINGENCY. Inference,
CONTINGENCY. Purpose and EXPANSION. Background) and two subtype level
senses (i.e, EXPANSION. Conjunction. parallel and EXPANSION. Conjunction.
progressive) were added to meet the needs of Chinese textual characteristics. They
reported an over 90% inter-annotator agreement on discourse connective identification
and an over 85% on sense annotation.

Li et al. (2014), based on the annotation of discourse connective in the Chinese
discourse treebank (abbreviated CDTB), propose a three-level classification with a total
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of 17 fine-grained relations. The top-level classifications are divided into causality, tran-
sition, coordination, and explanation, and the third level merely lists the corresponding
connective markers belonging to the middle-level types. The CDTB annotation is done
by five long-term training annotators. The result showed a 94% inter-annotator agree-
ment on explicit or implicit identification, an 82.3% agreement on explicit connective
identification, and a 74.6% on implicit connective insertion.

Regarding practical relation identification problems, Wang et al. (2010) interpreted
the implicit semantic relation between N-N compounds by adopting a dynamic ap-
proach using paraphrasing verbs. Not giving a set of relation candidates, they recog-
nized each relation of N-N compounds by collocate verbs, for example, through
Chinese word sketch engine finding people tell/seek a 1 diging gishi ‘love
story’; and [K[H W3t minjian gushi ‘folk tales’ are stories that come from/spread in vil-
lages, then further recognize the fine-grained differences of meaning between the
related compounds. On the contrary, Hong and Huang (2015) revealed the semantic
relation between V-V compounds using an ontology-based conceptual classification,
where three types of eventive relations, i.e., coordinate, modificational, and resultative,
are predicted automatically. Xu and Huang (2014) discriminated sentences into general
events, speech act, and modality types which is namely a task of event type
classification.

3 Our semantic relation system

As given above, many classification systems for discourse relations had been established
and experiments on different aspects of discourse relations were carried out. The
proposed systems were proven to be sound. Unfortunately, hardly any previous
mentioned systems meet the uniqueness criterion, since it is almost impossible to
achieve mutually exclusivity for all relations. We agree that multi-relation
interpretations between CPCs do exist but to achieve a unique annotation scheme
which is also in line with the procedure of human understanding, i.e., always select the
best interpretation among many possibilities. Therefore, our semantic relation system
adopts a feature-based decision-making methodology described below to achieve the
best labeling.

3.1 Methodology for designing a semantic role system

Our proposed design methodology tries to provide a methodology for designing a
semantic relation system to avoid the problems caused by conventional semantic role
labeling system mentioned in the Section 2.1 and to achieve the uniqueness and
completeness criteria of relation identification.

To deal with the first problem of multiple roles, we suggest labeling semantic relation
between any two related constituents instead of semantic roles, i.e., each constituent
may have many relations each with respect to a different related constituent.

For the problem of ambiguous role assignment caused by none-exclusiveness of
semantic roles/relations, we propose a multi-level refinement and feature-based
approach. A relation system should be designed in a hierarchical way from top
level to bottom level. Each level of relations is differentiated by a salient feature
from top to bottom to form a binary branching. For instance, the most salient
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feature to differentiate CPCs relations is +realis. Two types of relations are divided.
One is relations regarding realis events (facts) and another is relations regarding
irrealis events (opinions). We then refine each type of relations into different levels
of fine-grained relations according to different dimension of relation types and se-
mantic features from different aspects. For instance, the realis relations can be
refined according to the feature of +intemsion into relations with purpose and
relations without purpose. The resulting hierarchical relation system is also formed
a decision tree which is utilized to find the unique best relation among ambiguous
multiple relations to achieve the uniqueness criterion. As for the criterion of
completeness, we propose a corpus-based approach; each preliminary designed
feature-based semantic relation system should be tested and verified by a large set
of real data from corpora. New features and new relations can be added, and the

preliminary system will be refined accordingly until all real data can be satisfied.

3.2 Our design

For the first step, we integrate and rearrange relations proposed by previous
frameworks to meet the needs of Chinese syntactic and semantic constructions, includ-
ing SVC and discourse constructions, and use semantic features as discriminative
criteria. By combining the relations with E-HowNet (Chen et al. 2005; Chen 2011) se-
mantic role system, which is a lexical knowledge base consisting of definitions for lex-
ical senses, where more than 100 semantic relations are used to describe the sense
relations, we then classify the possible candidate relations by observing their salient fea-
tures and eliminating redundant relations as well as relations with minor differentiation
features. We end up in developing a preliminary three-level semantic relation frame-
work for CPCs as shown in Fig. 1.

The top-level classification is divided into Description and Opinion according to the
feature of realis. Description is used principally to indicate that something is a
statement of fact, for example in fBAEHE (V1) ERE(V2) ta shengbing zhiyuan ‘he was
sick and stayed in the hospital, a cause-result relation under description is revealed
between V1 and V2. Opinion is used to express the speaker’s attitude towards
something, for example, in WERAFG (VL)L B (V2) rigud shéngzhongbing jittydo
zhityuan ‘if seriously ill, one must stay in the hospital, a condition-result relation is
revealed between V1 and V2 to express the speaker’s attitude. Clearly, the diversity of
the two top-level classes can be distinguished by the realis and irrealis moods in the
grammatical category since opinion does not focus on a situation or action that has
actually occurred. Therefore, in order to meet the uniqueness criterion, adding discrim-
ination features such as realis, intentional, and temporal to each semantic relation may
help to determine the primary relations between CPCs as exemplified below:

(8)purpose[+intentional]
a. causality[-intentional] vs. purpose[+intentional]
al. IEVDIEE(V2) cause-result vs.
qiangjié__beidai
rob__be-caught
robbed and be caught
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Description S5 JH shishiléi [+realis]
Sequence 4% xiGnhou [+temporal]
L— TimeBefore-TimeAfter

Synchronous [E]lF tdngshi [+temporal]
— and

L_ while-head event
+Causality [R5 yingud [-intentional]
— cause-result

L— result-cause

-Purpose H Y mudi [+intentional]
|— means-purpose

L purpose-means

Background &7 5t beéijing [-intentional]
I— manner-head event

'— head event-result

“ Elaboration ¥£#it xidngsht [-temporal]
— head event-apposition

— listing

Fig. 1 Relations between CPCs
A\

Opinion & HJH yijianléi [+irrealis]
+Evaluation 2FE pingjia
ttopic-comment
head event-conclusion
I Attribution [ %l chénshu
L SpeechAct-content
I Conditional f&&{4- tidojian
condition-result
- Addition & dijin
t:restrictive-addition
head event-addition
L Alternative 5§ xudnzé
—or
—rejection-selection
“— head event-avoidance
I Disjunctive 83T zhudnzhé
— concession-disjunctive
— condition-conversion

L except-head event
L Comparison ¥fEL duibi
L theme-contrast

a2. W (V1)EE(V2)
souzheng__jiifa

means-purpose

gather-evidence__expose-one’s-secret

gather evidence to expose one’s secret

b. purpose[+intentional] vs. background[-intentional]

bl. (V1) 2(V2)
chaguoé__litxué
go-abroad__study-abroad
study abroad

b2. #EHE(VD) ATTE(V2)
daji__qidnwing
take-plane__leave-for

g0 by airplane

means-purpose vs.

manner- head event

c. purpose[+intentional] vs. sequence[-intentional]

cl. BV (V2)
zhéngzhuang chumén
dress__go-out
dressed to go out

2. JE (V) (V2)
fangxué__huijia
leave-school__go-home
go home after school

Since the type of purpose implies an intention behind an action, it is an effective
feature to distinguish it from the other types as shown in (8). Comparatively, events

means-purpose vs.

TimeBefore-TimeAfter

Page 9 of 31
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labeled with purpose contain intention and motivation which lead the actor to pursue

his act. On the contrary, the actors are less aware of what they can achieve by

engaging in an action related with causality, background, or sequence relation types.

As illustrated below, and and listing are other subordinate types discriminated by the

temporal feature.

(9)and [+temporal] vs. listing [-temporal]

a.

BRFEAM (VL) B PR, 1R 4 (V)2 1B A AR & in B) and vs.
hardn__xuanbu__guanbi__jichang, yé_ xialing jinzhi__sudyou__
jihul__huédong

suddenly__announce__close__airport,
also__order__forbid__all _gathering activity

Suddenly the closure of the airport was announced, and all gatherings were
banned too.

PR EE V)L, DB (V) T listing

zhanting__baokuo__xianggang  féi  tdibéi,_ yiji_ taibéi  fei
xianggang hdngban
pause__including_ Hong-Kong__fly Taipei, _and__Taipei_ fly Hong-
Kong__ flight

Paused flights include Hong Kong to Taipei and Taipei to Hong Kong.

Belonging to the synchronous type, and is used to connect events that occur at the

same time, while listing is simply used to link items being described that are not

involved within the timeline. And is also easily confused with apposition, and

apposition sometimes confused with result; (10) and (11) demonstrate the difference

between these subtypes.

(10)

(11)

and [-synonym] vs. apposition [+synonym]

a. —HEASBk(VL) LY (V2) and vs.
yiqunrén__you__tiao__you__jido
a-group-of-people__and__dance__and__shout
A group of people dancing and shouting.

b. £ H U FALVD I (V2)— T head event-apposition
ba_ ziji_ hdohdo_ shuzhuang ddban_ yifan
ba__oneself _well__decorate__dress-up__once
dress and decorate oneself properly.

apposition [+synonym] vs. result [+result state]

a. B (V1) _EE(V2) head event-apposition vs.
beipian__shangdang
be-cheated__be-fooled
be cheated and fooled

b. B(VD)AE(V2) head event-result
ka__buting
cry__not-stop
cries continuously

Page 10 of 31



Huang et al. Lingua Sinica (2017) 3:9 Page 11 of 31

Apposition is established only when V1 and V2 are synonymous; result is assigned
when the second event denotes the result state of the first action. Along with these
features, each subordinate type and subtype in Fig. 1 has been defined specifically;
see Appendix 1; connective words that help reveal explicit relations are also
attached to each correspondent subtype; see Appendix 2, Table 4.

To meet the completeness criterion, we have tried to identify as many semantic
relations as possible that CPCs may have and we define the relation of elaboration
and addition rather flexible and inclusive, which makes the completeness criterion
easier to be achieved. The completeness criterion is verified by labeling over 50
paragraphs in HIT-CIR Chinese Discourse Relation Corpus (HIT-SCIR M5 T Kfl4
T 5 E BRI RBFFEH0 2013) and 3000 sentences in Sinica Treebank (Chen and
Huang 2004), to ensure sufficient coverage of the relations shown in Fig. 1 for
Mandarin Chinese.

4 Guideline for semantic relation identification

4.1 Three factors that affect the deduction of relation recognition

Summarizing the factors that affect the deduction of relation recognition, other
than senses of two events, three main aspects are primary considerations: markers,
event ordering, and knowledge-based reasoning. At surface structures, conjunctions
and adverbial markers are used to mark fixed explicit relations between subevents,
as shown in (12). However, not all CPCs have explicit relation markers. In most
cases, the logical relations between two events require common-sense knowledge
to determine. Also, the ordering of the VPs may indicate the relationship between
subevents, such as in (13): V1 always precedes V2 in the timeline to introduce an
intention behind the action or a consequential result of the state. However, this is
not an absolute constraint. In rhetoric, we may see sentences like #2#%5{ gankdo
jin jing ‘to sit a civil service examination (he) goes to the capital’ as well, or as in
the sentences given in (14), both orderings are commonly used.

(12) a. fbrz(V1)FEmtE(V2) TimeBefore-TimeAfter
tda_ chi_ wan__jit_ zou
he eat_ finished__afterwards__left
He finished the meal and left.

b. (VL) EHH(V2)E manner-head event
zud__zhe kanshi
sit_ ZHE_ read
sit and read.

c. EVDEEREEE(V2) head event-result
méi__dé_ méihuashuo
beautiful DE__hard-to-describe
[1t is] too beautiful to describe.

d. fhEEIREE (V1) IR EPLEE(V2) concession-disjunctive
ta__suiran__qiong__haishi__kuaile
he__although__poor__still _happy
He is poor but still happy.
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(13) a. ER(VDIEHE(V2) means-purpose
jinjing__gankao
went-to-the-capital__sitting-a-civil-service-examination
[He] went to the capital to sit a civil service examination.

b. AERVERE(V2) T cause-result
shéngbing zhliyuan_ le
sick__stay-in-the-hospital__LE
get sick and stay in the hospital.

(14) a. v (V1)E (V2) 2141 purpose-means
touxidn__zéudao__waimian
take-a-break__go-to__outside
In order to take a break [he] goes outside.

b. (V)RS E (V2) means-purpose
zoudao__waimian__touxidn
go-to__outside__take-a-break
go outside and take a break.

Using common-sense knowledge, relations are often deduced from the knowledge
of entailment, implication, or presupposition between CPCs, as shown in the follow-

ing examples respectively.

(15) W RVDAFNV2) T head event-apposition V1 entails V2
xidoshi__bujian__le
vanish__disappear_ LE
vanish and disappear

(16) M (V1) BEFRI(V2) cause-result V2 implies V1
héjiti__zuidao
drink-alcohol__fall-down-drunkenly

drink wine and become drunk

(17) AV B — 1 BEh i (V2) condition-result V2 presupposes V1
shui__jiare__dao__yibaidu__feiténg
water__heat-up__to__100-degree__be-boiled
Heat water up to 100 degrees and it will boil.

Clearly, because of the sentential (propositional) logic, we cannot freely reverse the V1-V2
sequence in the above sentences, unless a specific connective occurs to explain how the se-
mantic focus has changed as in the example in (18). There are weak or unobvious entail-
ment relations that exist between certain verbs, which also make for unreasonable reversed
orderings as shown in (19). In other cases, the reversed ordering, although not ungrammat-
ical, does cause a shifting of sense, at the same time changing the relation between sube-

vents as shown in (20), that is, the latter event is always considered a purpose.

(18) a. PHEEFBREL(V1)EFE(V2) cause-result
xibanya_ zhanbai__téuxiang
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(19) a.

(20) a.

Spain__be-defeated__surrender

Spain was defeated and surrendered.

. PHHEF BB (V1) A2 R A B (V2) result-cause

xibanya__téuxidng__shi__yinwei__zhanbai
Spain__surrender_ SHI__because__be-defeated

Spain surrendered because it was defeated.

HTIRE (V)RR (V2) means-purpose
zhuozi__shoushi_ ganjing
table__tidy-up__clean

Table was tidied up and cleaned.

PR (VDIRR(V2)

zhuozi__ganjing shoushi
table__clean__tidy-up

BTV H 2(V2) means-purpose
kaimén__chuaqu

open-the-door__go-out

open the door to go out

R VvDBEIM(V2) means-purpose

chaqu__kaimén
go-out__open-the-door
g0 out to open the door

In addition, combinations of specific verbs may be idiomatic and thus seldom

reversed, as shown in (21).

(21) a,

BURIRAT (V)R (V2) topic-comment
zhit__ni_ llixing yukuai

wish__you__travel _happy

Wishing you happy travels.

BUURMT R (V1) TR AT (V2)

zhtt_ni_ ydkudi_ llixing

wish__you__happy__travel

More examples are provided to illustrate that context and world knowledge are often

necessary for a correct understanding of CPCs. As in (22), £ xicing ‘think’ naturally

precedes [M1%F huidd ‘reply’ to reflect the process of human mental behavior, and in

(23), the sequence of ¥ jiz: ‘rescue’ and | /& shangin ‘ashore’ demonstrate the factual

process of rescue. In (24), we either infer from the context that one animal is sick so the

speaker does not want it, or our common sense tells us that illness makes something

undesirable; in either case, a cause-result relation between V1 and V2 is determined.

(22) fibAB (V1) T —&r [H] 25 (V2) I, TimeBefore-TimeAfter
ta__xidng_ le_ ythui__huidd__wo

he think a-while _answer me

He thinks a while and answers me.

Page 13 of 31
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(23) W AAEAER(VL) FR(V2) TimeBefore-TimeAfter
yurén__ba_ ta_ ji__shangan
fisherman__ BA__he__rescue__get-on-shore
The fisherman rescues him and gets him on shore.

(24) BEFRHWI (VD) T 3(V2)—E RN cause-result
zhé_ zhi zdo_ jiu_ bing le, huan_yi zhi bié de
this_ CL__early__ already_ sick__LE, change one_ CL__other_ DE
This one has long been sick; change to another one.

Since our primary concern is about whether the classification system allows users to
find a comfortable linking relation between CPCs, and whether different users
recognize the same linking relation without difficulty, the immediate goal is to achieve
a fairly consistent manual tagging result, which is also an important foundation for the
future development of automatic semantic relation identification.

4.2 How to determine a prior relation

Multiple relations may exist between CPCs; there is no ideal classification system that
supports a unique interpretation based on world knowledge and the discourse context.
That is, the relations shown in Fig. 1 are not mutually exclusive. The following sentence

is an example.

(25) MK (V1) B (V2) HEIRFE T TimeBefore-TimeAfter? means-purpose?
ta__hufjia__kan__zhlnjuésai__le
he__go-home__watch__semifinal__LE
He has gone home to watch the semifinal.

There are at least two possible interpretations in (25). One simply denotes the
temporal sequence between V1 and V2, while the other denotes the means and
purpose relation between V1 and V2 since it is highly likely that “watch the semifi-
nal” is an aim. In order to achieve consistent and correct results for either manual
or automatic annotations, we construct a decision tree to determine a prior rela-
tion among all possible relations, as given in Fig. 2.

The decision tree is generated by a complete semantic relation framework given
in Fig. 1 and the features mentioned in Section 3.2 as discriminative decision node.
In the tree structure, relation types also play roles as discriminative decision node.
The most salient relation should be selected at first, and the closer to the bottom,
the more inclusive and vague sense the relation linked. The decision tree demon-
strates their priorities while determining the major relation. For example, in the
sentence of AEGHEHA(VY)NIR(V2) td zdi tdiwan chishéng chéngzhang ‘he
was born and raised in Taiwan, we first use realis to determine it is a fact descrip-
tion; since there is no intention within V1 and V2, we look for causality in-
between. Lacking causality, we then examine if V1 modifies V2 or if V2 is a result
state of V1; disproving them both, we continue to look for a temporal relation be-
tween V1 and V2. With a positive answer, we then judge whether they are syn-
chronous; since they are not, the TimeBefore-TimeAfter relation is determined.
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restrictive-addition
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Fig. 2 Decision tree for relation specification

Clearly, opinion-type relations are less confusing and most are introduced by connective
words. To reveal their relations, Appendix 2 Table 4 shows the relations and their associated

markers where only four relation markers associated with ambiguous relations as shown in (26).

(26) a. B&AE chufeéi ‘unless’

al. condition(-result)
BRARR R VL), BA 8k (V2)
chiuféi_ ni_ téngyl,_ wo_ cdi_ hul_ qu
unless__you__agree, 1 then_ will go
Unless you agree, then I won't go.

a2. condition(-conversion)
BRAEAT (VD)IRA, ARTA L (V2) 5
chaféi_you__kebén,__burdn__wo__bu__qushangxué
unless__have__textbook,__otherwise_ I NEG__go-to-school
Unless I have textbooks, otherwise I am not going to school.

b. Bx/Bx T chii/chiile ‘In addition to; except for’

bl. restrictive(-addition)
bR I (VD)AE, fliE 208 N E(v2)
chile__songhua,_ta_ shenzhi_ hai_ xiagul
in-addition-to__give-flower,__he__even__still__kneel-down
In addition to flowers, he even knelt down.

b2. except(-head event)
BT E B (VD) REEKR, BAM R EIR(V2)
chule__yudao__taiféngtian,_ women__qudnnidn__wixia
except-for__encounter__typhoon-day,__we__all-year-round_ NEG__rest
Except for the typhoon day, we open all year round.

c. NE /A& bliguan/biilim/wiilun ‘no matter; whether... or...

cl. condition(-result)

RE A AR (VDA E BL(V2)

buguan__shéi_ chaldi_ xuan_ dou__ hul_ ying
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no-matter__who__come-out__run-the-election__all _will _win
Whoever runs for election will win.
c2. or
AE L (V1) BT (V2) B A H(V3)
bugudn__shi__zoull,__giché__huo__dagongche
whether walk, take-a-bike__or__take-bus
Whether on foot, by bike, or by bus
d. 1 yé ‘and; or; not only...but also’
dl. and
b (V1) BT (V2)
ta__chouyan__yé_ héjill
he smoke__and__drink-alcohol
He smokes and drinks.
d2. or
PRay PLEE (VL) S, i n] BAEE (V2) H 3
ni__kéyi__xué__zhongwén, yé_ kéyi_ xué_ riwén
you__can__learn__Chinese,__or__can__learn__Japanese
You can learn Chinese or Japanese.
d3. (restrictive-)addition
fAMERE A (VL), HBkEE(V2)
ta__budan__changgé, yé__ tiaowl
he__not-only__sing, but-also__dance
He not only sings but also dances.

We note that word-pair relation markers are more accurate than single-word
markers, since their associated relations are usually definite and unique. For
example, the three markers B T chule ‘in addition to’, LT sihi ‘seem’, 1 yé
‘and’ in (27) can establish five possible relations: except-event, and, or, theme-con-
trast, and restrictive-addition. However, [ T ... 11 chiile...yé ‘not only... but also’
which expresses the relation of restrictive-addition is the prior relation, since it is
the most definite expression of the semantic relation in (27).

(27) Bx TR (VDAAE SCCRANE R Rt 56, BT BB (V) E L R
T R h I E RaE restrictive-addition
chule__bidozhang ta_ zai zhongwén__ wénxué__chuangzuo__de_ wéida__
chéngjiti__zhiwai, sihai__yé youyl jieci zhangxian  gaoxingjian
zdodao__zhonggong dangju__pohai
not-only to_ honor_ he_ in_ Chinese__literature__
creation_ DE__great_ achievement__besides__seem__also__have-a-mind-to__by-
means-of _highlight Gao-Xingjian__suffer Chinese-
communist__authority__persecute
It not only honors his great achievements in Chinese literature, but also seems to be
meant to highlight the Chinese authorities’ persecution of Gao Xingjian.

When no relation markers are available, we then take the meaning of two consecutive
events into account. In addition to referring to the logical deduction in Section 3.1, here, we

provide examples showing how we select the best relation. In (28), the preceding sentence

Page 16 of 31
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of (a) and (b) are the same; as the successive sentence of (a) raises an opposite expectation
to the preceding event, a concession-disjunctive is determined. For (b), as the successive sen-
tence implies a supposed result, condition-result is recognized.

(28) a. 64uE AR FH R IRIBUR T2 20 (V1) T 4F ¥, Wl 48 38 18U & - 15 LA
R AL (V2) 52 20 H 1) concession-disjunctive
liushisisui__fatidnkangfa__de__zhéngce__ shouwan__shoudao__le_
hdoping__rdhé__zai_ jinpo__de_ zhengju__dangzhong_ déyi_ fahui__
cii__shl_shoudao_ zhiimu__de
64-year-old__Yasuo-Fukuda__DE__policy__wrist__receive_ LE__favorable-
comment__how__in__urgent_ DE__political-situation__among__to__develo-
pe__just_ SHI__ receive__gaze-at_ DE
64-year-old Yasuo Fukuda’s policy strategies have been well received, but what
receives the greatest attention is how he handles this pressing political situation.

b. 6454 H R FBUR T 52 2 (V1) T 15T, fihv] Beidi 44 (V2) condition-result
litshisisui__fatidnkangfa__de_ zhengce_ shouwan__shoudao__le_ hdoping
ta_ kénéng beéi_ timing
64-year-old__Yasuo-Fukuda__DE__policy__wrist__receive_ LE__favorable-
comment__he__may_ BEI__nominate
64-year-old Yasuo Fukuda’s policy strategies have been well received; he may be
nominated.

Finally, we note that in semantic relation identification for CPCs, we adopt a
two-way linkage to avoid interference between head assignments. In the link-
ing construction of Mandarin, Li and Thompson (1981: 631) identify essen-
tially two kinds of sentence linking: forward linking and backward linking. As
with linking elements then, connectives are also divided into two kinds. For
example, in (29a), {0 jiari if’ is a forward-linking element whose function
is to signal the dependence of clause 1 on clause 2 to complete its message.
However, constituents led by certain connectives always play the same role;
thus as N[ xiayl ‘rain’ must be a condition when introduced by R jiaru
‘if’, it is unnecessary to decide which clause in the text is the main clause or
the head verb. In fact, due to the influence of English syntax, we increasingly
see sentences like (29b).

(29) a. {BU T WY (clause 1), FAMBAE )2 #LIZ 87 (clause 2) condition-result
jidrda__xiayl,__women__jit__zai_ wali__chifan
if rain, we_then_in_ house eat
If it rains (clause 1), we will eat in the house (clause 2).

b. B at £ )= 7 8k (clause 1), 1T’ (clause 2) result-condition
women__jit__zai_ wali__chifan,_ jiard__ xiayt
we__then_ in_ house _eat, if rain
We will eat in the house (clause 1), if it rains (clause 2).

We thus propose two-way linkage as opposed to one-way linkage, because it pre-
vents interference between head assignments and focuses on the relation structure



Huang et al. Lingua Sinica (2017) 3:9 Page 18 of 31

of CPCs. For example, in (30a), we need not determine which verb is primary but

instead clarify the verbs’ relation and the roles they play.

(30) a. fibfir=H (VDR (V2) topic-comment

ta_ zuoshi_ kuai
he work__ fast
He works fast.

b. AR (V)R (V2), ARtk topic-comment (semantic focus on topic)
ta__zuoshi_ kuai_ shuohua__yé_ kuai
he_ work_fast talk also_ fast
He works fast and talks fast too.

c. Ml (VI)HR(V2), FEG T2 topic-comment (semantic focus on the
comment of topic)
ta_ zuoshi, kuai_ shuohua_ man
he_ work, fast_ talk_ slow
He works fast and talks slow.

(31) a. AZERVIERE(V2)T cause-result
ta__shéngbing_ zhuyuan__le
he__sick__stay-in-the-hospital __LE
He was sick and stayed in the hospital.

b. AAERE(VY) T, BR& A5 (V2) result-cause
ta_ zhuyuan_le, yInwei shéngbing
he__stay-in-the-hospital,_LE__because-of _sick
He stayed in the hospital because of sickness.

When a relevant sentence occurs, as it shown in (30b) and (30c), a switch of
semantic focus does not change our understanding of the original CPCs. Even when
the VP positions change, the relation of the construction does not change, as
illustrated in (31), where an unspecified temporal relation holds between the events,
allowing for the inversion of the constituents without significant changes in meaning.

5 Experiment and discussion

To evaluate the uniqueness and completeness criteria and to understand how well
defined our classification system is, we conducted an annotation experiment involving
two Chinese undergraduate students without a linguistic background and two second-
year graduate students from the linguistic department. They had never participated in
any semantic labeling task and were unfamiliar with our classification system. Before
labeling, our classification system was explained using 100 examples with answers
during a 1-h training course. Annotators were allowed to keep their 100 training
examples (not part of the testing data) as references during the experiment. Each
annotator was to label both middle-level types and fine-grained subclasses for 100
discourse relations extracted from HIT-CDTB and 100 serial verb relations extracted
from Sinica Treebank, and at the same time reveal whether each tag of their selection
was based on the decision tree or the connective markers. Since the annotators are
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tested for the agreement of relation identification, they are told which verb-pair is the
analyzed target. The analyzed verb-pair must be on the same parsing level, ie., the
nested structure is not taken into account since verbs occur in nested structure are not
regarded as CPCs. At the meanwhile, a reference standard annotation has been set by
two proficient annotators with full understanding of our classification and prior
labeling procedure. Part of our experimental data is listed in the Appendix 3, Table 5.

Results show an average of 73% of the annotator labels were consistent with the reference
standard annotation for middle-level labeling and an average of 69% were consistent with the
reference standard annotation for fine-grained subclasses labeling, as shown in Table 1.
Compare with the data claimed by current works as cited in Section 2.2, the result confirms
that our classification system is promising and is easily understood. Because although the
agreement score is 15-20% lower than Zhou and Xue (2012) and Zhou et al. (2014), they
only deal with discourse relation and label coarse-grained sense relation. Furthermore, the
uniqueness criterion of our classification system is met, since the decision tree leads to the
best choice among the potentially ambiguous candidates. In addition, the completeness cri-
terion is met for the decision tree end nodes, that is, elaboration and addition are sufficient
to include a broader range of fine-grained minor semantic relations proposed by other sys-
tems. All annotators reported that they were able to find a satisfactory annotation for each
test problem without difficulty, though they may still have different interpretations.

Cohen’s kappa coefficients, a statistic which measures inter-rater agreement for
categorical items, are also shown in Table 2.

According to the agreement evaluated by Cohen’s kappa coefficient, all four annotators
had scores of 0.61-0.80 with respect to the reference standard, which is interpreted as
substantial agreement. As for the comparison between annotators, most of them attained
scores of 0.41-0.60 or better, which indicates moderate agreement. This shows that the
reference standard is indeed more knowledgably created than the annotator labeling; this
suggests more training for annotators to improve their performance. Nevertheless, our
main concern is enhancing our classification system for future implementation in auto-
matic semantic role labeling systems. To achieve this goal, we further analyzed the errors
for each relation. The average labeling accuracies for all relations are shown in Fig. 3.

Clearly, synchronous is the most confused relation type for annotators; its error
distribution is shown in Fig. 4. We observe that 38% of the replacement errors are caused
by the first decision (realis), since the error labels addition, comparison, and attribution are
on the other side of decision tree. It seems that we should provide more linguistic cues to
discriminate realis and irrealis instead of purely relying on annotator intuition. For example,
the markers [A]IR} téngshi ‘meanwhile’ and 3 yé ‘also’ are good indicators for realis and syn-
chronous. Also, annotators often used elaboration instead of synchronous because they were
not aware of the temporal relation that exists between serial events such as “5f#i(V1)iK
FH(V2) déng chudn xiiqi ‘wait for the boat (V1) coming and take a rest (V2)’ or #UI(V1)4E
PE(V2) huanhii quéyué ‘cheering (V1) and jumping (V2). However, as we have mentioned,

Table 1 Annotator performance

Labeling grain Annotator 1 Annotator 2 Annotator 3 Annotator 4 Average
Middle-level 0.715 0.680 0.760 0.780 0.734
Low-level 0.685 0.635 0.695 0.750 0.691
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Table 2 Cohen’s kappa coefficient for middle-level labeling

Annotator 2 Annotator 3 Annotator 4 Annotator 5 (reference standard)
Annotator 1 0.59 0.60 0.64 0.67
Annotator 2 0.53 0.57 0.64
Annotator 3 063 0.73
Annotator 4 0.76

elaboration is allowed to have a broader interpretation and elaboration and synchronous are
not complementary; thus, we may consider relaxing our standard to accommodate this, i.e.,
if annotators pick the near nodes of addition or elaboration, we should consider them agree
to each other.

As another example, take background, the label with the second-worst accuracy. As
shown in Fig. 5, the relation most confused with background is evaluation, because we
classify the phrase pattern “V+result”—such as for ¥ (VI)IHRLF(V2) fazhan de
hénhao ‘well-developed’—as background. However, most annotators label this as topic-
comment under evaluation, or as elaboration which denotes two realis events without a
specific relation. This high incidence of mislabeling led us to consider disregarding “V
+result” as a background relation and place evaluation nodes on both realis and irrealis
sides of the decision tree since either realis or irrealis V1 could occur in sentences with
evaluation constructions. As for the uncertainty between background and purpose, it is
an uncertainty about intention. For example, in the sentence of 5& K(VI)HIREE A (V2)
zhangda yanjing kan ‘open eyes to look, we use “to” to link V1 and V2 in English,
implying an existing intention. However, in Chinese, there is no such marker indicat-
ing intention and we tend to regard V1 as a manner—either dynamic or static—to
achieve V2. Actually, we adopt ¥ zhe as a manner marker; thus, when the phrase
pattern “V1 3 zhe V2” occurs, V1 is forced to be a background of V2. Similarly, if
RNEIRNE B zhangda zhe yanjing kan ‘open ZHE eyes look’ is a legal sentence
that means V1 is better as a background of V2. Therefore, again, this indicates that
other than world knowledge, linguistic cues are important features to determine
semantic relations for CPCs.

Connective markers are useful cues for annotators to decide relations. Table 3 shows
the annotator labeling basis: 58% of the selections for discourses are based on the
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Fig. 3 Accuracies for the 13 middle-level relations
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connective markers provided in Appendix 2, Table 4. For SVCs, in contrast, because in
Chinese we rarely use connective markers to link two serial verbs in a single sentence,
only 14% of the selections are based on the provided markers. Hence, annotators re-
ported that relation within a single sentence is more difficult to label than relation
within a discourse. To resolve this problem, in the future, we may ask annotators to de-
cide the semantic relation for CPCs without relation markers by adding appropriate
conjunctive markers for help.

In summary, we propose six ways to improve our classification and labeling sys-
tem. The first is that according to the kappa coefficient, the more training pro-
vided to our annotators, the more agreement we can expect. The second is to
extract more connective markers and linguistic cues from real-world text and add
these into the checklist for reference. The third is that since addition and

disjunctive
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sequence

4%
purpose synchronous
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Fig. 5 Error distribution of background
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Table 3 Labeling basis distribution

Labeling basis Annotator 1 Annotator 2 Annotator 3 Annotator 4  Distribution of
labeling basis
Discourse relation  Decision-tree 59 40 29 40 042
Marker 41 60 71 60 0.58
SVCs relation Decision-tree 87 91 79 87 0.86
Marker 13 9 21 13 0.14

elaboration are broader relation types, we should consider relaxing our standard
for their near node on the decision tree given more experimental evidence showing
this need. The fourth is to consider the evaluation relation for both realis and
irrealis subtrees. The fifth is to train annotators to test the relation type by fabri-
cating connective markers. The sixth is to have annotators follow the decision tree
step-by-step, that is, not allow annotators to neglect higher-level decisions and

jump to latter choices.

6 Conclusion

Mandarin Chinese imposes weaker restrictions on the semantic properties of CPCs and
thus makes no clear distinction between them. To determine a proper semantic
relation between CPCs, we slightly modify our classification scheme by adding an

Description S5 5 1H shishiléi [+realis] Opinion & R JH yijianléi [+irrealis]
Sequence 4% xiGnhou [+temporal] I Evaluation 2F{E pingjia
L— TimeBefore-TimeAfter Ltopic-comment
Synchronous [5]l tongshi [+temporal] I Attribution [t chénshu
E and L SpeechAct-content
while-head event

I Causality [R5 yingud [-intentional] Conditional {&ff- tidojian

cause-result condition-result

result-cause - Addition £ dijin

FPurpose H Y mudi [+intentional] EFEStriCtiVe-addition

head event-addition
means-purpose

L Alternative 545 xudnzé
— or

purpose-means
I Evaluation 2E{E pingjia
L— head event-evaluation
FBackground E& béijing [-intentional]

[ rejection-selection
— head event-avoidance
I Disjunctive 3T zhudnzhé

— concession-disjunctive
— condition-conversion

head event-result

manner-head event

L Elaboration ¥£3it xidngshu [-temporal] L except-head event
head event-apposition L Comparison ¥fLL duibl
listing Ltheme—contrast

Fig. 6 Revised relations between CPCs
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Fig. 7 Revised decision tree for relation specification
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evaluation node on the realis side of the decision tree. The final classification system
has 14 middle-level relations and 24 fine-grained relations arranged in a decision
tree with discriminative features—realis, intention, causality, and so on—to reveal
the priority order among possible relations, as shown in Figs. 6 and 7. The
decision tree induction and broader relation types meet the uniqueness and
completeness criteria. Since in serial verb construction and discourse construction
we observe the same difficulty in recognizing semantic relations between serial
events, we adopt a broad sense of CPCs to include the different syntactic struc-
tures commonly used in Chinese languages to express a complex event which
shares an identical topic. This definition of CPCs is novel but logical and practical.
And comparing the annotation result with Huang and Chen (2011) and Zhou et al.
(2014) cited in Section 2.2, our labeling distribution is much more balanced as
shown in Fig. 8.

The factors that influence the deduction of relation recognition are sense of
events, markers, event ordering, and knowledge-based reasoning. The decision

sequence
5.30%
synchronous

comparison  j|ternative
1.20% 0.40%

conditional
1.60%

background

13.40% 5.10%
evaluation
8.10% __ 12.10%
disjunctive
5.00% purpose
elaboration 20.10%

12.60%  attribution addition

5.10% 10.00%
Fig. 8 Distribution of relation annotation
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tree assistance in identifying a proper relation is based on event ordering and
knowledge reasoning. In practice, however, labeling still depends heavily on
human judgment. In order to clarify how well defined our classification system is,
we conducted an experiment which shows an average of 73% accuracy and an ap-
proximate 70% agreement by Cohen’s kappa coefficient in middle-level labeling
which indicates substantial agreement. We analyzed the error type for each relation
and summarized six ways to improve our classification and labeling system, which
is predicted to enhance the agreement by Cohen’s kappa up to 0.81-1.00, that is,
almost perfect agreement in the future.

As a final remark, the proposed classification system is designed by following
our proposed methodology. It results in a succinct semantic relation identification
system for Chinese CPCs incorporated with a hierarchical decision tree to meet
the uniqueness and completeness criteria of semantic relation recognition and
which is in contrast to the conventional complex classification schemes discussed
in Section 2.

7 Appendix 1

7.1 Definition of semantic relations for CPCs in Chinese

Description[+realis]: it is used principally to indicate that something is a statement
of fact.

o Sequence[+temporall: relation between events that are arranged in chronological
order.

— TimeBefore-TimeAfter: relation between a preceding event and its following
event.

e Synchronous[+temporal]: relation between synchronous events.

— And: relation between synchronous events.

— While-head event: relation between synchronous events.

o Causality[-intentional]: relation between two events where the first event is
understood to be the cause of the second event without intention involved.

— Cause-result & result-cause: relation between a happened causal event and its
resultative event. Contrast with conditional relation, causality relation often
occurs in a happened situation.

e DPurpose[+intentionall: relation between a desired result and the means to achieve it.

— Means-purpose & purpose-means: relation between a preceding means and the
intention behind it.

o Background|-intentional]: relation in which one event is a background description
of the other.

— Manner-head event: relation between a modifier (manner) and its head event.

— Head event-result: relation between a head event and its result.

e Elaboration[-temporal]: relation in which one event is an elaboration or restatement
of the other.

— Head event-apposition: relation between two statements whose only connection
is both are about the same entity.

— listing: relation between events which are members of a list and enumerated in
the discourse.
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— elaboration: when two sentences juxtaposed without overt relation, we adopt
elaboration relation to link them.

Opinion[+irrealis]: it is used to express the speaker’s attitude towards something, and

it does not focus on a situation or action is really happened.

e Evaluation: relation in which one event is an evaluation of the other.

— Topic-comment: relation between a topic and the comment about it.

— Head event-conclusion: relation between an event and the summary of it.

e Attribution: relation between speech act verbs and the narratives.

— SpeechAct-content: relation between speech act verbs and its contents.

e Conditional: a conditional relation between two events indicates a logical deduction
expressed by human which can refer to the real world, imagined world, or
counterfactual situation.

— Condition-result: a logical relation between a supposed condition and a supposed
result or between a factual condition and its corresponding consequence.

e Addition: relation between two events where the latter emphasizes the former.

— Restrictive-addition: relation between two equal-status statements serving a com-
mon theme. The former is a restricted statement while the latter is unlimited.

— Head event-addition: relation between two equal-status statements serving a
common theme. The latter is a further statement of the former.

e Alternative: relation between events which are options of someone or something.

— Or: relation between alternatives.

— Rejection-selection: relation between two counter events, in which one is being
rejected and the other selected.

— Head event-avoidance: relation between a statement and the event it tries to
avoid.

o Disjunctive: relation between two events which do not stand for the same
expectation or fact.

— Concession-disjunctive: two events share a predicate or a property and the
difference are related to expectations raised by one event which are then denied
by the other.

— Condition-conversion: relation between a request condition and its supposed
result which arisen from the request being denied.

— Except-head event: relation between two events when one evokes a situation
which makes the other not fully be true.

e Comparison: relation between comparative events.

— Theme-contrast: relation between one event and its resembling event.

o [+realis] [+irrealis]: the realis and irrealis moods denote a situation or action that
has or has not actually occurred respectively.

e [ttemporal]: the temporal feature denotes events that are involved within the timeline.

e [tsynonym]: the synonym feature denotes the CPCs are synonymous.

o [+result state]: the result state feature denotes the second event is the result state of
the first action.

o [tintentional]: the intentional feature denotes the events contain intention and
motivation which lead the actor to pursue his act.
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Table 4 Connective words attached to each correspondent subtype

Semantic relation

Connective pairs

TimeBefore-TimeAfter

and

while-head event

cause-result & result-cause

means-purpose & purpose-means &
result-purpose & purpose-result

manner-head event
head event-result

event-apposition

listing

(E)... A8/ (zdi)... zhi hou/qidn ‘after/before...’, (1F)... LA/
(zai)... yi hou/gidn ‘after/before...’, (5%)...(BEME/RIE/T). .. (1)
(xian)...(suithou /rdnhou /zai). .. (zuihou) ‘first.. then...at last, B
suizhe "following’, $:3 jiezhe following’, 1t4& cihou ‘henceforth,
(B)...LLR@)... yildi ‘'since’, gt jiu ‘then’, 7 cdi ‘just, 83 BifE
guoqu...xianzai ‘in the past...at present, 4~4F.. . BHAE jinnidn. ..
mingnidn 'this year....next year’ FAE . A qunidn..jinnidn ‘last
year...this year, 4. N2> shangwd...xiawd ‘in the morning...in
the afternoon’, ## 2. 414> guoqu...rdjin ‘in the past...now', AR
BRAE yigian. . xianzai ‘in the past...now/, J&... W4 yudn. .. rdjin
‘originally...now, 5&.. 8R1& xian...rdnhou first...then'.

N Xoyou..you... ‘and...and.. B X ... ji...you... both...
and..., BE... .. ji... yé . both..and.... .. .. y&. yé. .
‘and...and..., [ téngshi ‘meanwhile’, tH y& ‘and’.

(E). . T /(FF)[FIK; (zai). .. shi/(de) tongshi ‘at the same time of...’,
. (3T /B zai... (de guochéng)zhdng/qi jian ‘in the
process of, —i.. 41& . yibian...yibian... ‘one 5|de .on the
other side’, —... k... yi.. jiu... ‘as soon as', —[fi...—fl...yimian..
yimian...one side,..on the other side’, —J71HI...—J7THl...
yifangmian. . .yifangmian. .. ‘one side...on the other side’, IEJH%é
téngshi ‘at the same time of...".

Eﬂﬁ youyu 'because’, K yin ‘because’, Kl % yinwei
because’, A A youjianyd ‘because of, #R A rdnyin ‘because’,
K gaivin ‘because’, HIJA youyd ‘because’, 15 EE A yujianyd
‘because of, BE ji ‘since’, B4R jirdn ‘since’, $i 7 jianyd 'because

of, B&JiA jianyd 'because of, BE T jivi 'since’, Rl yingu 'because’,
A youjianyact ‘because of it', F EE A youjianydct
‘because of it, K13 yinzhe ‘because of Fyh Weiyou ‘for the reason
of, HIER ydugdnyu for the sake of, &R gdnyd ‘for the sake of,

]3% ndizhi 'so as to', Z FTLA zh/suoy/ ‘the reason why',
% yushi ‘thus', LA yizhi 'so as to', LA yizhiyd 'so as to', LA
yigu ‘for the reason of, LLAE yishi ‘thus’, LLEL yizhi ‘so as to, RlZ
yinzhi ‘thus’, AL vinci ‘thus, [RIT yinér ‘thus’, BITEA sudyr 'so’, 7t
J& yushi ‘thus', AT yashiha ‘thus, 5 gu ‘thus', #MT guér
‘therefore’, J& LA shiyi ‘therefore’, J& 4 shigu ‘therefore’, 11 congér
‘thus, BJE zhishi ‘thus’, #5LL jieyi 'by’, T35 ndizhi ‘'so as to', J§ ndi
'so as to’, ¥ sul 'so’, T ér ‘therefore’.

AT .00 weile....ér in order to 1 tonggud by means

of, #3% jiezhe 'by means of, fi jid by means of’, purpose]

PLAW) yitgn o, .. 3. Idi... 'to', {R{E bibian ‘for the purpose
of, # 5L gljian ‘in view of , LL yi ‘to’, LME& yibian ‘for the purpose
of, U hdo ‘in order to', % qu ‘to', HEL yongyi ‘in order to’, 2T

weile ‘in order to', %534 weéizhe 'in order to’, Fl 2 yongldi ‘in order
to’, 18 bi ‘for the purpose of'.

V & zhe 'ZHE' V.
V 4% de 'DE' V.

B firg ‘for example’, ELi bird for example!, ELJ5 bifang ‘for
example’, EE 75l bifangshué ‘for example!, ELINER birdshuo ‘for
example’, Bl /i 'for example’, &4 zhard for example’, B4 pird
for example’, B pirdshuo ‘for example’, BL... 2641 yi.. . wéili
‘for example'.

2 zhilid ‘such as, Z 38 zhilei 'such as', &5 déng ‘etc!, S5

déngdéng ‘etc., —J5 il yffdngmian on the one hand,, *ﬂﬁ yildi
first, —HI| yizé ‘'one’, q1y/ ‘one’, 1 5€ shouxmn first, 4
erldi ‘second’, R érzé ‘two’, 53 ling ‘another, 53— J5 il
lingyifangmian ‘on the other hand’, 734k l/ngwa/ in addition’, P}%?
zaizhé futhermore’, Itk ciwai ‘in addition’, H: . giér ‘second’, H:
= gfsan 'third’, 2K qgici secondly TR zaizé ‘in addition’, Z 4k
zhi wai ‘in addition’, T4 éwai ‘in addition’, #1475 rdyou ‘as shown
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Table 4 Connective words attached to each correspondent subtype (Continued)

topic-comment

head event-conclusion

SpeechAct-content

condition-result

restrictive-addition

head event-addition

or

rejection-selection

on the right, WI/E rdzud ‘as shown on the left, WK rdcl ‘as below’,
f35 baokuo ‘including’.

/.Y ydu/wa.. .V ‘with/without, AL yic ‘here’, #lt jiu ‘on’,
$t¥} zhéndui 'for the topic of, T duiyd 'for, % dulya 'for,
H B yduguan ‘concerning’, 22 zhiyd ‘as for', BT guanyd ‘on,
B guanyd ‘on', Btk duici ‘for the topic of.

4% LR zongshangsudshu ‘in summary', 48110 & 2 zongérydnzhi
‘in summary’, #AJEE AR E 2 huanjuhudshud/huanydnzhi ‘in
other words', B Rt huozhéshuo ‘or, — LI & yibanérydn 'in
general, — I AER yibanldishuo ‘in general’, HEkZFR ygjiushishud
‘in other words', Ul tt— 3k riciyildi 'so then', I na 'so then’, I EE
name 'so then', #&ii—"%] zhéngguiyiju ‘in summary’, Ht &5
jitishishuo ‘in other words', BE& zhdoshué ‘accordingly’, St EIJ&
guigéndaodi ‘in summary’, s lunshuo, FIl zé ‘as a result’, {& bian
‘as a result’.

speech act verbs, e.g., & shué ‘say’, i fanying ‘response’, 18 H
zhichi 'point out,, [A1%F huidd ‘answer’, $55F kongsu ‘accuse’.. .etc.

F‘;ﬁ zhiyu ‘only if, UL zhiyao ‘as long as', HiH
Zhixiaoas fong as’, #%F zhiydu ‘only if, #XZE zhiydo ‘as long as),
BAE chafei ‘unless, HEA wéiysu ‘only if, HESE weidd ‘only if, )6
guang ‘only’, Y696 guangguang ‘only’, HE wéi ‘only’, & chi ‘only’,
AT weiyou ‘only if, Wl rd if, WIS ragus i, WRER rigudshuo ‘if,
I raruo i, B quoruo if, B ruo i, EAL ruoshi if, 5
ruogud ‘i, #5 5 rudshl if', BEA S yaobushi ‘if not, B yaoshi ‘if’,
AE tangshi if,, i tangruo ‘if,, )14 jidling if, 4N jiara if,
AL jiashi if, Bt jidruo 'if, 3EAY sheshi if, 545 sheruo ‘i, & —
wanyi by chance’, #t gué 'if, — H. yidan ‘once’, W# AR
raruodburdn if, 5 HMESF ruogiéweiruo if and only if, £k ruofei

if not, #8L ruoyao 'if, i tang ‘if', MEk tdnghuo ‘if, 3R tdngrdn
'if!, 5% she if, Bl shehuo if, % tdng 'if, Hifig gounéng if, 1
jiashe if', N4 bugudn 'no matter', ANafy balun ‘'no matter', # 5 walin
‘no matter', #&m U1 wilunrahé ‘no matter how!, t4F yéhdo ‘or,
WA néipa ‘even if, (155 dehua ‘if st jiv then', A cdi
‘then’, HI| zé ‘then’, A na ‘then’, #EE name ‘then’, BRI ji ‘then’, #ft
déu ‘not even', ¥ jiang ‘will, & hui ‘shall’

1'1 dan 'but, ¥ bate mot only, ANME bujin ‘ot only,
A budt-not only, EH féidan ‘not only, M fidd ‘not only’,
ANHLEL budandan 'not only', AN K buzhi ‘not only', AN buguang
‘not only', A6 buguangguang ‘mot only', ANHE budan not only,
AEAE bojinjin 'not only', NMEL badan ‘not only, i chd ‘apart from,

& T chdle ‘apart from’ iﬁ hdi‘and also’, 11 yé ‘and’, B geng
‘more’, LA yiji ‘and also’, 385 hdiyéu ‘and also’, [t tongshiye
‘and also’, T ér ‘and’, X you ‘and’, H. gié ‘also’, 3 H. binggié ‘and’,
Hal shenhuo ‘even', 18 fu ‘and’, JH 2 ndizhiyd ‘and even', F-3
shénzhé ‘even worse’, i hékudang not to mention’,

TEAATPL genghékuang 'not to mention', ¥t H. kuanggié ‘moreover’, i
jinér ‘and then', Jf8] fandao ‘instead’, H. gi¢ ‘and’, in_L jiashang ‘plus’,
5 H. zaigie 'plus’, Tt /& zaijioshi ‘then also’, 3 bing ‘and’, 17 H. érgie
‘and, T érkuang 'not to mention’, I bing ‘and’, % H. binggié ‘and,
i H shanggié ‘even', PiL-F- kuangha ‘evenr’, £ H. shenqié ‘even, £ 1fij
shénér ‘even', 3t jianzhi ‘and’, B3 génzhe ‘and’, TR zaishuo
‘besides’, & MR huayoushuohuildi ‘anyway’, 5& &R huashud
‘anyway', aliar 912 huashudhuildi ‘anyway’, Hit giéshud ‘anyway’.

i ér ‘and’, W H. binggié ‘and’, 1fi H. érgié ‘and’, J&... W& shi...yéshi
‘is... also is’, LA yiji ‘and’".

(/L) huo (zhé/shi) ‘or', FEE, yihuo ‘or', & yishi ‘or, 5%, huo ‘or,
i huozhé ‘or', BRI huozé ‘or', B & huoshi ‘or', BLJEE yaome ‘or,
TR yaobu ‘o, (). AB... (). y&... ‘or...or..., & &AL, shi...
hdishi... 'be...or..., /AN /AN . & AE/BUE .. walun/bugudn/
bulun ...hdishi/hudshi. .. ‘whether or not, A&, sl Ae... bushi. ..
jiashi... ‘either...or"

eiection| I yugr ‘compare with', selggtioé*ﬁﬂ burd 'rather’,
SYR-buran otherwise’, JFEE wining ‘rather, SPN rudburdn 'if not,

BB yaoburdn ‘otherwise’, ZLUT mord 'rather’, ZE45 morud ‘rather,
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Table 4 Connective words attached to each correspondent subtype (Continued)

AT ward rather’, AN hdiburd ‘rather, FEANSR zaiburdn ‘otherwise’,
A1 hérd 'rather’, & ning ‘rather.

head event-avoidance PSR yimicin ‘lest’, EABJS yifdng ‘lest, 93 midnde ‘lest, 4513 shéngde ‘lest’

concession-disjunctive JE. AN shil. bushi. .. ’be‘..not be...!, J&. . M. shi...érbushi...
‘be...but not be...’, ANJ&.. A& bushl...shl... be not b L
ANLE. A buzai .. . shizdi... be not a be 2 ﬂ% TTnzﬂang

..érbushi... 'be gomg to.. but not mg Jingudn ‘in spite

of il jmguan ‘in spite of if | suizeatthough', HESR suirdn ‘although,
[#] gu ‘of course’, [E4R gurdn ‘of course, &ff sur although iR suishuo
‘although, ZHCT hdodai ‘anyhow', Ik H. gugié ‘tentatively’, Bl 5. lidogié
‘tentatively', sEEEWII huasuirdc ‘although', RS2 bushl 'be not’, B jishi
‘even if, B BY jihuo ‘even if', RIME jibian ‘even if, Bt5 jiusuan ‘even if,
4 zongling 'even if, 4¢1fT zongér ‘even if, K48 zongshi ‘even if, 4Tk
zc‘)nghué ‘even if, 48R zongrdn ‘even if, 4t zong ‘even if, B4 jiling
‘even if, il A jiushi ‘even if, {5 bianshi ‘even if, KANT dabulido
'big deal’ M TL_ i buguo ‘but, AT késhi ‘but, H e zhishi
‘but,, 1 érbut’, M érshi ‘but’, {2 dan 'but, {H32& danshi ‘but’, f%2Z
zhishi ‘but’, 8R rdn hovvever, SRM rdnér ‘however, X HI] rdnzé ‘however,
JR T fanér ‘instead’, AN zhibuguo ‘only, T5I2 ndishi ‘but be’, WA IE:
bingbushi ‘not be', 8] ddo ‘instead’, i pian ‘deliberately’, [k Z fanzhi ‘on
the contrary’, il qué ‘yet', A] ké 'but’, &2 hdishi ‘still’, {/58% réngrdn
‘still, 4 ye ‘still, 475 réng ‘still".

condition-conversion COl’ldlth FRAE chafei ‘unless’ [conversion/? Rl féuzé ‘otherwise’,
O

urdm - otherwise’.

except-head event F/%JH:Z% chucizhiwai ‘apart from this', BRI ELAE chdciyiwai ‘apart from this|
[ chu ‘except, [ T chule ‘except’, K23 chuqu ‘except, B4 chiqueé
‘except, BAE chuféi ‘except’, Bk.. Ak chu...wai ‘except, B T .. K chule
...dou 'except’.

theme-contrast Wil ratong ‘as’, 1448 hdoxiang 'like', 41548k fangfii ‘as if, {1 sihd ‘seem’

9 Appendix 3

Table 5 Example of experimental data

Survey data Middle-level Low-level Based on marker=>1
relation relation  Based on decision
tree=>2

Part I: Relation between discourse units

1. B 605 1 1T fAE 19874 R B (V) T HP KR 1 T (V) BN -

w N =

xiannian__liushisui__de__gaoxingjian__zai__yijiibaqinian__taoli__le
__zhonggué__ dalu__liuwéng__dao__fagud
now__the-60-year-old__DE__Gao-Xingjian__in__year-1987__flee__
LE__China__mainland__exile__to__France

Gao Xingjian, 60 years old, fled from Mainland China and lives in exile in
France since 1987.

AAHR (V) — 2 /R SREIE S 1R R 2 (V) — 44 5K
ta__bujin__shi__yiming__xidoshudjia__han__juzudjia__tongshi__yé
__shi__yiming__huajia
he__not-only__is__a__novelist__and__playwright__in-the-meanwhile
__also__is__a__painter

He is not only a novelist and a playwright, but also a painter.
FRATEE 19874 1 (V) 213 [ ke A v 3 IS [31 ) IR A E 1989
FERGT R IR AR,
gaoxingjian__zai__yijiubaginidn__liiwang__dao__fd-gué__chéngwéi
__zhéngzhi__nanmin__tongshi__ta__zai__yijitibajitinian__tiananmén
__shijian__baofa__zhihou
Gao-Xingjian__in__year-1987__flee__to__France__become__politic
__refugee__in-the-meanwhile__he__in__year-1989__Tiananmen__
incident__outbreak__after

Gao Xingjian went to France in exile, turned into a political refugee in
1987, and after the outbreak of the Tiananmen incident in 1989

P12 H B (V) S BRI B s J 2 LAV BRI B A (VI e T

FPE 3 (5]

E=RCUNS e
SEETS=

ROETS T

DU =

CEIBTETES
ks
ks
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Table 5 Example of experimental data (Continued)

yinwei__mudu__zhonggong__jundui__shahai__shiwéi__xuésheng
__fén__ér__xuanbu__tuodli__le__zhonggud__gongchandéng
because__witness__Chinese-Communist-Party__army__kill__
demonstrate__student__angry__and__declare__divorce-from__LE
__Chinese__Communist-Party

Because he witnessed the Chinese Communist Party killing the
demonstrators, he was angry and declared to divorce from the Chinese
Communist Party.

R I E A (V) AT R R A BGD A 611 R 4 (V)

ZE L HARAB IR e [7)
yUshi__zhénggong__xuanbu__gaoxingjian__wéi__bu__shou__
huanying__de__rénwu__yé__ xialing__jinzhi__chabdn__ta__de__
zuopin
so__Chinese-Communist-Party__declare__Gao-Xingjian__as__not
__accept__welcome__DE__figure__also__order__prohibit__
publish__he__DE__work.

So the Chinese Communist Party declared Gao Xingjian as an
unpopular figure, also ordered to prohibit the publication of his works.
D6 s B . 52 SRR 5 14 4 %8 (V) e 7 2 2000

AR A SO 13 L),
yinci__ruididn__hudngjia__kéxuéyuan__de__pingshén__tidoxuan
__gaoxingjian__wéi__érlinglinglingnidn__nudbeiér__wénxuéjiang
__dézhu
therefore__Sweden__royal__academy-of-sciences_DE__judge__
choose__Gao-Xingjian__as__year-2000__Nobel__prize-in-
literature__winner

Therefore the Royal Swedish Academy of Sciences chose Gao Xingjian
for the 2000 “Nobel Prize in Literature” winner.

B T R REWAAE PSSR AR IR RS2 A, ML AR A (V)
B R R AT Al B h L R
chule__bidozhang__ta__zai_ zhongwén__wénxué__chuangzud
__de__weida__chéngjil__zhiwai__siha__yé__ yoduyi__jieci__
zhangxidn__gaoxingjian__zaodao__zhonggong__dangju__pohai
not-only__to honor__he__in__Chinese__literature__creation__DE
__great__achievement__besides__seem__also__
have-a-mind-to__by-means-of__highlight__Gao-Xingjian__suffer
__Chinese-communist__authority__persecute

It not only honors his great achievements in Chinese literature, but
also seems to be meant to highlight the Chinese authorities’
persecution of Gao Xingjian.

Part II: Relation between serial verbs

1. ARG AR R A (VDD 01 ) K 2 BB AR — AR (v2) (o1 (o1 (o1
Ni__jiu__shdo__shud__ji__ju__rdtong__dadudshu__chénmo

__qunzhong__ylyang

you__shall__less__talk__few__sentence__like__most__silent__

people__the-same

Please talk less, just like the most of silent people.

2. BB VN0 4T (v2) . B 5 B X BN A [102] [102] [102]
xuéxi__shibangdngbei__zht__wd__geng__yi__lijié__ge_
ké__neiréng

learn__get-twice-the-results-with-half-the-effort __help__me
__more__easy__understand__each__subject__content

To get twice the results with half the effort in learning, and help
me in understanding each subject easily.

3. A BRI 2 L B AT AR (V1D 03] RE (v2) [103] [103] [103]
xiwang__xishou__géngdud__hdoxuéshéng__gidnlai__jiudu
hope__attract__more__good-student__come__to-study

Hope to attract more good students to come to study.

4. AR AT DY T EREE R (V)104138 i (V2) [104] [104] [104]
zuthou__ydu__shisisud__xuéxiao__shangsu__tongguo
at-last__there-is__fourteen__school__appeal__passed

Finally fourteen schools appealed (against it) and being successful.

5. T R A A K i K AT (V) 1051 2R B (V2) [105] [105] [105]
tongguo__zhénshi__xuéxiao__de__|doshi__jiazhdng__huanhad
__queyue

pass__recommend-track-exams__school__DE__teacher__parents
__cheer__jump-for-joy

The teachers and parents of those schools that passed the
recommend track exams are cheering and joyful.

6. HME AT FRAM B K (V)06 E(V2) 1% [106] [106] [106]
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Table 5 Example of experimental data (Continued)

waiguorén__bu__zai __ti__women__dangjia__zudzht__hou
foreigner__not__anymore__for__us__manage-a- household__
decide__after

After the foreigners no longer master us

7 B BUN —F IS (VD BEED 07159 (v2) (107] (107] [107]
zhe__shide__xianggang__zhéngfu__yizai__de__yinyong__

shuju__shudming

this__make__Hong-Kong__government__repeatedly__

DE__cite__data__explain

It makes the Hong Kong government citing the data to

explain again and again.

8 ARV 0815 (V2) [108] [108] [108]
jiaoyushU__jiéshi__shuo

Education-Department__explain__say

The Education Department explained

9. JE& LR KRR (V1) [1091% (vV2) [109] [109] [109]
lishi__zhangda__yanjing__kan

history__open__eyes__look

History open (her) eyes to look.
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