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Abstract

In sentiment analysis, polarity shifting means shifting the polarity of a sentiment clue
that expresses emotion, evaluation, etc. Compared with other natural language
processing (NLP) tasks, extracting polarity shifting patterns from corpora is a
challenging one because the methods used to shift polarity are flexible, which
often invalidates fully automatic approaches. In this study, which aimed to
extract polarity shifting patterns that inverted, attenuated, or canceled polarity,
we used a semi-automatic approach based on sequence mining. This approach
greatly reduced the cost of human annotating, while covering as many frequent
polarity shifting patterns as possible. We tested this approach on different domain
corpora and in different settings. Three types of experiments were performed and the
experimental results were analyzed, which will be reported in this paper.
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1 Background

Polarity shifting is a phenomenon in sentiment analysis that denotes the inversion,
attenuation, or cancelation of the polarity of a sentiment clue (i.e., word or phrase)
in a sentence. A polarity shifting pattern is a pattern that performs polarity shifting. There
are many polarity shifting patterns that can shift the polarity of a sentiment clue in a sen-
tence. The most common polarity shifting pattern in Chinese (and also in English) is the
use of A~ bu “not” to negate the sentiment, as can be seen in Examples 1 and 2 below:

(1) MOELAEA 2%
ta_ xianzai_ bu__gaoxing
she__now__NEG®__happy
She is not happy now.

(2) TA TR R
wo__bu__xihuan__chi__pingguo
I NEG_ like_ eat_ apple
I don’t like eating apples.

In Examples 1 and 2, £ bu “not” directly negates f512% gaoxing “happy” and =X
xihuan “like,” and inverts the overall polarity of the sentences. Some polarity shifting is
less obvious than A~ bu “not,” as shown in Examples 3 through 5 below:
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(3) G S xf ek, e 592 1y ¥
ruguo__ta__nanguo, ta__jiuhui__hejiu
if she sad, she will drink
If she is sad, she will drink.

(4) X5 LARTAR 4F
zhe__jia__dian__yiqian__hen__hao
this__CL__shop__previously__very__good
This shop used to be very good.

(5) IXIE A FAKARLFIZ
zhe__dao__cai_ kangilai_ hen__haochi
this__ CL__dish__seem__very__delicious
This dish seems very delicious.

K ruguo “if” in Example 3 converts a fact into a condition, so the polarity of
M 3t nanguo “sad” is canceled. In Example 4, LAHI yigian “used to be” is a time
contrast that inverts the polarity of 4 hao “good” and implies that the shop is bad
now. In Example 5, FHeK kangilai “seem” attenuates the polarity of ¥z haochi
“delicious”.

Finding polarity shifting patterns automatically in a corpus is not easy. The dens-
ity of polarity shifting is normally low, and shifting patterns are subtle and flexible,
making the task of extracting polarity shifting patterns difficult. Currently, human
annotating is the main way to obtain polarity shifting patterns, which is time-
consuming. This paper will present a semi-automatic approach to extracting polar-
ity shifting patterns from specially designed corpora. This approach used sequence
mining to generate frequent word sequences, which greatly reduced human labor
in annotating polarity shifting patterns compared with annotating the original cor-
pus directly.

2 Methods
Polanyi and Zaenen (2004), Quirk et al. (1985), and Kennedy and Inkpen (2005)
categorized contextual valence shifters (i.e., polarity shifting patterns) into three
classes: inverters, which invert the polarity of a polarized item; intensifiers, which
intensify it; and attenuators, which diminish it. Recent work on polarity shifting
has mainly pursued two of the three classes, namely, inverters and attenuators. In
our study, we also limited our research to these two classes of polarity shifting
patterns.

To find the polarity shifting patterns in a given corpus, our approach followed the
steps below, which will be explained in detail in subsequent sections:

1. Select text lines from a corpus where polarity shifting occurs frequently.

2. Use sequence mining (see Section 2.1) to generate frequent polarity shifting pattern
candidates.

3. Annotate polarity shifting patterns.

4. Repeat steps 2 and 3 until no more frequent patterns are generated.
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2.1 Sequence mining

Our approach was based on sequence mining. A sequence mining algorithm can
extract frequent sequences from a corpus. PrefixSpan (Pei et al. 2001) is one such algo-
rithm. The term “frequent” here means that the frequency of an extracted sequence
should be higher than a threshold, which is called “minimum support” in the industry
of data mining. In our study, a sequence is considered a sequence of tokens (i.e., a word
or TAGP), and an interval is the space allowed between the tokens. An example of how
such algorithms work is shown in Table 1:

In Table 1, (“a”, “c”), 4 means that the sequence (“a”, “c”) occurs four times in the
lines and that an interval is allowed between “a” and “c”.

2.2 Criteria for annotating polarity

Commonly, polarity is classified as positive, negative, and neutral. These concepts are
quite intuitive so there is no need to define them here. However, when researchers an-
notate the polarity of words or expressions from a corpus, a well-defined sentiment
framework that defines the types of sentiments and other related issues can help them
make a decision quickly and clearly.

A key part of our approach was to select high-quality polarity words, which helped to
retrieve text lines with dense polarity shifting. Then, we extracted polarity shifting pat-
terns from these text lines. In the following, we will introduce some sentiment frame-
works briefly and offer a simple and practical criterion for Chinese sentiment

annotation.

2.2.1 A simple and practical sentiment criterion

Ortony et al. (1987) presented a sentiment model that classified mental states into three
categories: affect-focal, behavior-focal, and cognition-focal (see Fig. 1). Their model did
not enumerate basic sentiments, but instead defined basic sentiments in a specific ap-
plication. Namely, Ortony et al. (1987) offered only a general framework for sentiments,
which greatly affected many works on sentiment analysis, such as WordNet-Affect
(Strapparava and Valitutti 2004). The framework proposed in this paper was also heav-
ily affected by Ortony et al.’s sentiment model.

Although researchers have contributed much work in this field, it is still a bit difficult
to apply it directly to Chinese sentiment annotation. For example, Ortony et al.’s model
was proposed before the sentiment analysis of NLP, so polarity was not explicitly con-
sidered. In addition, some redundancy exists in the WordNet-Affect model, such as the
overlapping of the attitude and cognitive states, where attitude is a complicated concept
that may contain cognition, emotion, desire, etc.

Based on the analysis of these models, and with an aim to improve Chinese sentiment
annotation, we propose a simple and practical criterion (see Table 2) for Chinese senti-
ment annotation that will describe concepts such as emotion, evaluation, contextual
polarity, prior polarity, and neutrality. The model first separates the basic sentiment
elements (e.g., cognition, desire, emotion) as much as possible. For a complex concept,

Table 1 Sequence mining

Input lines = (“caabc”, "abcb”, “cabc”, “abbca”), minSup = 3
Output (a), 4 (12", "D, 4 (“a”, "b, "C), 4 (fa” "), 4 (0, 4 (', "), 4 ('C), 4 (' A", 3 ('’ "B, 3




Xu and Huang Lingua Sinica (2016) 2:5

BEHAVIOR-
FOCAL

COGRITION-
FOCAL

AFFECTIVE- AFFECTIVE- BEHAVIORAL-
AFFECTIVE
STATES BEHAVIORAL COGNITIVE COGNITIVE :x:gg’:s
CONDITIONS CONDITIONS CONDITIONS
e.g., happy e.g., cheerful e.g., encouraged e.g., careful e.g., cerlain

Fig. 1 Ortony et al's sentiment model

a combination of basic sentiment elements is used to describe it. Moreover, the criter-
ion is used for classifying concepts, not words. If a word has different senses, these
senses can be seen as different sentiment elements.

The following explains the information in Table 2:

— Polarity is normally divided into three categories—positive, negative, and neutral. In
most cases, positive polarity and negative polarity are considered.
— Although objective entities or behaviors are not subjective, they can arouse polarity,

which strongly relies on human experiences and social norms; thus, some entities

Table 2 Basic subjectivity

Subclass  Positive Negative Neutral

=RA\A

Emotion w1 >% gaoxin "happy”, ¥ 5 fennu “angry”, 45

¥4 qgingsong "relaxed” beishang "sad”

Desire S sinian "miss”, 2 x-iang “want
to”, & xi-wang "hope”, ¥A%F gidai
“expect”

PR%E huaiyi “doubt’, [l 2% 17 $ chijing “surprise”, A 3 renwei

kunhuo “confuse”, A~ i “think’, & I+ 2 kanshangqu "look

bujie “wonder” like”, #1 [ xiangtong “same”, ‘WL
changjian “common’, ¥ Hi
konggian "unprecedented”

Cognition #1155 xiangxin “believe”, ]
1 mingbai "know it clearly”,
B # ljjie "understand”

Evaluation BB congming “smart”, 455 & %% yuchun "stupid”, 1 — % yiban “just so so”, il putong
jieshi “strong”, # 1 reqing % laji "garbage”, W “just so so”
"passionate”, Fl [ hemu “concord”, chaoza "noise”, bk &
1E X zhengyi “justice” canku "cruel”

% e "hungry”, ¥ ke
“thirsty”, Il kun “sleepy”,
£ lei "tired”, BHZ yunx-
uan “faint”

Physiology 1 bao “full’, B& nuan "warm”,
% #K rouruan "soft’, #ii H-

yueer "euphonic”

Page 4 of 22
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or behaviors bear polarity. As the classification of objectivity is incomplete, we left
this to specific domains.

»”

— Contextual polarity, such as the words ‘K da “big,” 7]\ xiao “small,” £ duo “many,”
b shao “few,” and KJH dadan “fearless,” is not included in Table 2. These words
are polar, but it is hard to distinguish if no enough context is provided. Therefore,
we did not regard these words as neutral, but instead as potential polar words.

— The emotion subclass can be positive or negative, but not neutral. As such, there is
no need to describe this subclass without polarity.

— The desire subclass has special subjectivity and is only neutral.

— The cognition subclass mainly contains some concepts related to thought, but not
to emotion, evaluation, desire, or physiology. Although most concepts of cognition
are neutral, some may bear negative polarity, for example, %t huaiyi “doubt”.

— The physiology subclass is similar to the emotion subclass and thus cannot be
neutral. The main difference between them is that emotion is cognition-triggered,
whereas physiology is not.

Furthermore, many sentiment concepts are a combination of basic sentiment ele-
ments. Since we only considered prior polarity in our experiments, and the categories
listed in Table 2 are sufficient for annotating prior polarity, we will not discuss these

concepts in this paper.

2.3 Selecting polarity clues

2.3.1 Selecting polar clue candidates from corpora

For any given corpus, researchers need to obtain a domain-oriented sentiment lexicon
to cover all the sentiment clues. It has been proven in many experiments that general
sentiment lexicons are insufficient for domain-related tasks. Normally, general senti-
ment lexicons have low coverage, and different standards of word segmentation can
affect the usage of general sentiment lexicons. As a result, researchers have to construct
ways to mine data from a domain corpus to obtain a high-quality sentiment lexicon. In
Chinese, degree adverbs can be used to find possible sentiment clues (i.e., words or
phrases) for annotation. Although this process takes some time to complete, such pro-
cessing guarantees both coverage and precision.

2.3.2 Chinese degree adverbs
In English, the use of degree adverbs is flexible, for example:

— I am very happy. (The degree adverb “very” appears before the modified word
“happy”)

— Tam the happiest person. (The degree adverb is replaced by the superlative degree.)

— I support you very much. (The degree adverb “very much” appears after the
modified word “support”.)

— I support this project you proposed very much. (The degree adverb “very much” is
far from the modified word “support”.)

In Chinese, this task seems much easier due to how the degree adverbs are used with

sentiments.
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Degree adverbs are frequent adverbs in Chinese, and they have a strong relationship
with sentiments. Compared with English, Chinese degree adverbs have close, simple,
and frequent combinations with modified words (mainly sentiment expressions). Except
for some cases in which degree adverbs occur after modified adjectives; in most cases,
the degree adverbs occur immediately before the modified words. This relationship be-
tween degree adverbs and modified words is suitable for large-scale automatic text ana-
lysis. For example, degree adverbs can be used to extract multi-word sentiment
expressions, as shown in Examples 6 through 9 below:

(6) AEHE &2 N
feichang__shihe_ laonian__ren__shiyong
very__suitbale__older__people__use
very suitable for older people

(7) AHA B
feichang__you__chuangyi
very__have__creative
very creative

(8) FLAEMEI
zhen__shi_ ge_ laji
really is a_ garbage

really a piece of garbage

9) RHAN
hen_ nanren
very__man

very manly

In our experiments, we scanned through each corpus to extract all word sequences
with less than four words, and then let the annotators decide whether a word sequence
was a sentiment expression; if it was, they annotated its polarity.

2.3.3 Rules for selecting polarity clues

Several issues were considered when we selected polarity clues:

1. A polarity clue was any adjective or word sequence (i.e., word phrase) that
appeared after degree adverbs.

2. Contextual polarity words, such as K da “big,” i1 gao “high,” K chang “long,” etc., were
not selected. If these words were included, the set of text lines that was inputted into the
sequence mining algorithm would be much larger, and the density of polarity shifting in
text lines would be smaller, thus annotating would be more inefficient. Therefore, only
prior polarity clues were selected, whose polarity is independent of context.

3. Words denoting desire were not selected because desire is one type of polarity
shifting, such as 7 ¥ xiwang “hope,” £1X jianyi “recommend,”etc.

4. Words that have lost their positive semantics through language development or in a
specified domain were not regarded as polarity clues. For example, in chatting
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about online sales, J1 & pengyou “friend” and 2% meinii “beauty” could be
understood as “buyer” and “girl,” respectively.

5. Words that contain opposite polarities, such as 5% beixi “sorrow and happiness,”
were not chosen as polarity clues.

For more details on sentiment definitions, please refer to Section 2.2.

2.4 Annotating polarity shifting patterns

After using a sequence mining algorithm to generate word sequence patterns, we asked
the annotators to decide whether a word sequence displayed a polarity shifting pattern.
To annotate polarity shifting pattern candidates (i.e., the output of the sequence mining
algorithm), the annotators had three options:

1. Yes—the pattern was a polarity shifting pattern or it contained a polarity shifting pattern.

2. No—the pattern had nothing to do with polarity shifting; none of the words in the
pattern is a part of a polarity shifting pattern.

3. Not sure—as the current pattern may be part of a polarity shifting pattern, longer
patterns containing the current pattern would have to be found in the following
rounds before making a decision.

Two issues warrant attention. First, since we focused on words denoting cognition
(e.g., surprised), desire (e.g., hope, wish, should), possibility (e.g., probably, maybe),
limitation (e.g., only), and comparison (e.g., had thought), it is very possible that these
words would display a polarity shifting pattern. Second, a special type of polarity shift-
ing was simply to use a negative clue to negate the positive clues, such as in Examples
10 and 11 below:

(10) IR XK
shagua__xihuan
stupid__like
the stupid like it

(11) RARME
gui__xiangxin
ghost__believe
nobody believes

In our experiments, we did not regard such negative clues as polarity shifting patterns.
After each round of annotating, we compressed a set of text lines for the next round

of sequence mining:

1. If a pattern contained a polarity shifting pattern, any line containing the pattern
was removed from the set of text lines.

2. If a pattern had nothing to do with polarity shifting, or if any word did not
contribute to detecting polarity shifting, it was removed from the text. If a line of
text was too short after removing such words, it was removed from the set of text

lines.

Page 7 of 22
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In both cases, the set of text lines was compressed, making the task easier. For ex-
ample, the pattern X bu X “not X” was a polarity shifting pattern, any text line that
contains the pattern is deleted from the set of text lines. In another case, the pattern 4
+ X zhuozi de X “X of table” had nothing to do with polarity shifting, so & zhuozi
“table” and [1] de “of” were deleted from the set of text lines. In both cases, we com-
press the set of text lines.

For the “not sure” cases, the decision was made based on the next round (or rounds)
of sequence mining. For example, for the pattern DL A X yiwei X “think X,” it could not
be determined whether it displayed a polarity shifting pattern or not, so it was anno-
tated as “not sure”. In the next round of sequence mining, let us suppose that we meet
a less frequent pattern JRUASLL N X yuanben yiwei X “had thought X,” which was a po-
larity shifting pattern, and it was annotated as “yes”.

2.5 Annotating more patterns at the same time

To further facilitate annotation, we used the Word2Vec® model to help find patterns
similar to a pattern. Here, we call the pattern to be annotated as main pattern, and its
similar patterns can be found by using the Word2Vec model. Normally, most of similar
patterns have the same annotation tag as the main pattern, so one click or keystroke
can annotate many patterns (see Fig. 2). We used the default function of sentence simi-
larity in the Word2Vec model. If the similarity between a pattern and the main pattern
was larger than a given threshold, the pattern was displayed below the main pattern. In
our experiments, we found that listing similar patterns when annotating the main pat-
tern greatly improved annotation efficiency.

" Yes * No { Doubt English
" Yes * No { Doubt algorithm
" Yes * No { Doubt approach
" Yes ® No  Doubt been
" Yes * No { Doubt between
" Yes * No { Doubt both
" Yes @ No { Doubt but
" Yes * No { Doubt character
" Yes  No { Doubt characters
" Yes ™ No  Doubt cluster
" Yes * No { Doubt context
Fig. 2 The main pattern (i, the first one in red) and similar patterns below it
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3 Experimental setting

We chose to use PrefixSpan (Pei et al. 2001) as the sequence mining algorithm.
We set the MinSupRatio to 0.05 and the MinSup to 3. First, we extracted frequent
patterns by multiplying the MinSupRatio by the number of lines and then grad-
ually decreased the MinSupRatio to find less frequent patterns in the following
rounds. When the algorithm was unable to mine further patterns by MinSup, we
stopped the algorithm. Among the remaining text lines, there were still some po-
larity shifting patterns of low frequency that could be fully annotated manually if
so desired.

3.1 Corpora
We used two domain-specific corpora—food reviews and product reviews—as the text
sources for our experiments for the following reasons:

— Compared with other styles of texts, such as news, and technical reports,
reviews contain more sentiment expressions, thus potentially more polarity shifting
patterns.

— Due to their commercial value, reviews arouse interest in companies and
organizations. Producers and sellers want to know how people evaluate a
product and what they want as products and then improve products or
services accordingly.

We used the Jieba packagec1 to perform word segmentation and parts-of-speech tag-
ging on the corpora.

3.1.1 Food reviews

We collected food reviews from 324 meituan (https://github.com/fxsjy/jieba), a famous
online food shopping platform. In total, we collected 7,465,696 lines of reviews (400+
MB). An example of a line from the food reviews can be seen in Example 12 below:

(12) WRIE LA, N OO K ARG H R S5 1
weidao__hai__bucuo, xia__ci__hai_ lai, hen__hesuan, fuwu__hao
taste__yet__good, next__time__still__come, very__affordable, service__good
Good taste, will come again, worthwhile, good service.

Each review had three parts: the number of stars given by the reviewer (star score),
the date of publication, and a comment. Of these three parts, the star scores and com-
ments were of primary importance in our experiments. The number of reviews
(7,356,695) was smaller than the number of lines (7,465,696) because some reviews
took up more than one line. A short clip from the reviews is shown in Fig. 3, while the
distribution of star scores is shown in Table 3 below:

As Table 3 shows, positive comments were dominant, which can be explained by the
following:

1. Customers tended to choose restaurants according to their taste, so they were
satisfied in most cases.


https://github.com/fxsjy/jieba
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Fig. 3 A clip of the reviews

2. Many of the meals were purchased through Groupon or a Groupon-type appli-
cation whose discounts are high, which might have led costumers to offer more
favorable reviews on their experience.

3. Customers chose to give high ratings even if the meal was not quite perfect,
which is consistent with the Pollyanna principle. Many of the comments stating
that the dining experience was “just so-so” habitually granted five stars to the

restaurant.

3.1.2 Product reviews

To compare the polarity shifting patterns extracted from different domains, we per-
formed an experiment that shifted positive clues in bad comments using both food re-
views and product reviews.

To construct the product review corpus, we collected bad comments on several best-
selling products from 5{%4: jingdong (http://www.jd.com), a popular online shopping
platform. We broke the comments down into sentences (by . !?), then phrases (by,;:),
leaving us with a total of 440,000+ lines of phrases.

3.2 Schemes for selecting polarity clues
There are generally three schemes used to select polarity clues (i.e., words or phrases)
for annotation:

Table 3 Distribution of star scores

Stars Frequency Percentage (%)
5 stars 4,765.510 64.8

4 stars 1,642,601 223

3 stars 636,393 8.7

2 stars 163,289 22

1 star 148,902 20

Total 7,356,695 100
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1. Select the N most frequent clues in the corpus to annotate, where N depends on
how many hours a person is willing to spend on annotation. This scheme is the

most time-consuming, but it also results in the highest coverage.
2. Intersect words in the corpus with polar words in a general sentiment lexicon.

In our experience, many domain-related sentiment words are not covered in general
lexicons, which are low quality from the perspective of a specific domain. Normally,

this scheme alone cannot satisfy experimental requirements.
3. Use aspects from both the first scheme and the second one, manually annotating the

intersection set of the second scheme.

As the first scheme is very time-consuming and the second scheme cannot provide
high-quality annotation, we chose the third scheme for our experiments, using existing
Chinese sentiment lexicons to narrow the range of annotation and save on labor:

1. Hownet sentiment lexicon®

2. NTUSD (NTU Sentiment Dictionary)f
3. Emotion Ontology published by the Dalian University of Technology®

These three sentiment lexicons contain both positive and negative terms. We
merged all the positive/negative terms as one set of positive/negative terms to help
annotate positive/negative clues in our corpora.

4 Results and Discussion

4.1 Experiment I: shifting positive clues in bad comments
4.1.1 Basic steps

Given a corpus, this experiment:

1. Initialize PS (the set of polarity shifting patterns) to be empty.

2. Perform segmentation and parts-of-speech tagging on the corpus, and the result is C.

3. Annotate whether polarity clues (please see Section 3.2 for selecting polarity clues)
are prior positive, and the result is POSLIST.

4. Break C into phrases, and the result is PHRASE.

5. Retrieve all lines that contain at least one element in POSLIST from PHRASE, and
all positive clues in these lines are replaced by POSTAG. The result is POSLINE.

6. Given a minimum support, run the sequence mining algorithm on POSLINE, and
the output of the algorithm is PATLIST.

7. If PATLIST is empty or minimum support is lower than a threshold, terminate the
experiment.

8. Prune PATLIST by keeping the patterns that contain at least one positive word in
POSLIST.

9. Annotate PATLIST for polarity shifting patterns, which are added to PS; compress
PHRASE.

10. Reduce the minimum support, and go to step 6.

We used the method introduced in Section 2.3 to generate polar clue candidates and
then used the criterion introduced in Section 2.2 to select the prior positive clues that
expressed positive sentiments independent of context; if such a positive clue occurred

Page 11 of 22
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in a bad comment, it was highly possible that there is a polarity shifting pattern. For ex-
ample, {f17 haochi “delicious” was a prior positive word, so if fIz haochi “delicious”
occurred in a bad comment, such as ANIFHZ bu haochi “not delicious,” it was possible
that X bu X “not X” was a potential polarity shifting pattern, where X denoted a posi-
tive word.

However, a contextual word made it harder to find a polarity shifting pattern. For ex-
ample, ‘N da “big” is a contextual polar word. If it is classified as a positive word, then
it should fail in helping to find a polarity shifting pattern. For example, M/{R A
zaosheng hen da “the noise is very big” is a bad comment, but /X hen X “very X” is
not a polarity shifting pattern. For this reason, we did not include contextual polar
words in the three experiments in this study.

4.1.2 Why were bad comments considered?

According to the Pollyanna theory, people are inclined to use positive words, so in free
texts, there are more “like” than “hate” and more “good” than “bad”. Furthermore,
when expressing negative concepts, people are inclined to use the negation of a positive
expression to alleviate sentiments, instead of using negative expressions directly.
Having witnessed such a phenomenon (see Table 4), we hypothesized that polarity
shifting would show a higher correlation with positive words than with negative

words. In experiment I, we only considered polarity shifting on positive words.

4.1.3 Retrieving text lines with positive clues

After obtaining a set of prior positive clues, we used it to find text lines that contained
at least one positive clue. The reason for performing this step was to obtain texts in
which polarity shifting patterns were dense. Of course, one could skip the steps de-
scribed in Section 2.3 and in this section and directly annotate polarity shifting in any
given corpus. However, according to our experience, the possibility that annotators will
detect polarity shifting patterns in an arbitrary unlabeled corpus is quite low. Therefore,
to obtain a specified corpus where polarity shifting patterns occur frequently, this ex-
periment used bad comments with at least one positive clue, assuming that polarity
shifting inverted or attenuated the polarity of the positive clue.

4.1.4 Product reviews
We collected about 19,000 lines of product reviews that contained at least one positive
clue. The main statistics of the annotating process are shown in Table 5 below:

Table 5 shows that only 1065 (i.e., the sum of the last column) patterns needed to be an-
notated, of which some were automatically annotated according to their nesting relation-
ship. The whole process of annotation took about one and half hours. Without using this

Table 4 Pollyanna phenomenon

Phrase Google hits
ANEAR bu xihuan “not like” 16,000,000
AR bu taoyan “not hate” 587,000
At bu hao "not good” 30,300,000

AR bu huai “not bad” 914,000




Xu and Huang Lingua Sinica (2016) 2:5 Page 13 of 22

Table 5 Process of Annotating

Round MinSupRatio Number of phrases Number of patterns
1 0.05 18,936 16
2 0.05 10,818 2

3 0.025 9,849 9

4 0.0125 9,602 29
5 0.0125 8,688 7

6 0.0125 8,480 2

7 0.00625 8374 48
8 0.00625 7,652 8

9 0.00625 7,510 1

10 0.003125 7,498 92
11 0.003125 6,713 14
12 0.0015625 6,610 159
13 0.0015625 5135 48
14 0.0015625 4,879 30
15 0.00078125 4,766 392
16 0.00078125 3,695 208

approach, we would have had to annotate approximately 15,000+ (18,936—3695) lines of
phrases, which would have taken much longer to accomplish.

After the 16th round of annotation, the minimum support was 3, no frequent pat-
terns were extracted, and the last 3695 phrases mainly contained low-frequency words.
By our observation, most of the phrases were composed of domain-dependent nouns
and verbs. Furthermore, we assumed that adjectives should not be part of the polarity
shifting pattern, so we removed nouns, verbs, and adjectives from the phrases and only
kept phrases longer than two words; thus, we obtained a set of 616 phrases. Next, we
applied fully manual annotating. After we broke down the bad comments from sen-
tences to phrases, we found that not every phrase was a bad comment. Of the 616
phrases, many did not display polarity shifting. We will not report the detailed annota-
tions of these 616 phrases in this paper because the detected polarity shifting patterns
in these phrases were both low frequency and long. Finally, we categorized the polarity
shifting patterns extracted from the above iterative annotating process into nine classes,

which are shown in Table 6 below:

4.1.5 Food reviews
We chose the same amount of lines from the food reviews that contained a positive
clue and had only one star". The details of the annotation process for the food reviews
will not be reported in this paper because they were quite similar to the annotation
process for the product reviews. For a comparison, the extracted polarity shifting pat-
terns were also categorized into nine classes, as shown in Table 7 below:

Compared with the results from the product reviews, we found that the patterns in
Table 7 were fewer and simpler than those in Table 6. One reason for this may be that
the costumers who wrote the food reviews were less emotional than those who wrote

the product reviews, as explained from the following three perspectives:
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Table 6 Results of shifting positive clues to bad comments in the product reviews (X = positive)

Negation

Doubt

Desire

Comparison

Transition
Condition

Limitation

Uncertainty
Others

FLAX zhenbu X “really not X, FFEANGEX zai ye buneng X “cannot X any more”, X bugou X
“not X enough’, FI-BANZX zai ye buhui X “never X again”, Ni%X bugai X “should not X’, #&f14
X mei shenme X "not X", NEXX bugan X “dare not X’, ANX bu X “not X", X! bu X! “not X!", JEX fei
X “not X", 35X meifa X "cannot X, ANJEX bushi X “be not X”, iIX bie X “do not X’, 55X meiyou X
“there is no X", ANGEX buneng X “cannot X, NEEX buyao X “do not X', X mei X “there is no X", A~
25X buhui X "will not X', AN #&4X bu zenme X "not X very much”

BAXWI zenme X a "why X', $#ANEEX gaobudong X “cannot understand X', #F%X giguai X "be
weird that X", X2 X? "X?", Jgft4X weishenme X "why X', BREEX huaiyi X "doubt that X", JEARAEX
shibushi X "is X or not”, T&4+&X! zenme shi X! "how could it be X!, J& 75X shifou X “is X or not”, A
18X nan-dao X ‘don't tell me X’, WHATX ruhe X “how to X', /&5 /& shifoushi X “is X or not”

EHX wang X "hope X', A8 buxiang X “do not want X', 75 #X xiwang X "hope X', E=41X gufu X
“fail to live up to X', #£2%¥X wangfei X "waste X", fHJEX danyuan X "wish X", ¥EX wang X "waste X"

JRSEX yuanxian X "X in the past’, I ELAX yuan yiwei X “had thought X', EL BIXWT yigian X a "X
in the past’, Z HIX 7 zhigian X cai “only X in the past’, A€ LLAX benlai yiwei X “had thought
X', AR i%X benlai yinggai X “should have been X', ALl benyiwei X “had thought X

X cai X "X unless”, XBEAE X jiushi “X but”, BLARX suiran X “although X’, X{E & X danshi “X but”,
X AH X dan "X but’, X A J& X keshi “X but’, BtHX jiusuan X “even if X", XANid X buguo X but”

WX ruguo X “if X", #3X ruo X “if X', BEAEX yaoshi X “if X"

HAX zhiyou X “only X”, 158X miangiang X “manage X with difficulty”, 4" BEX caineng X “X only
if", ME—X weiyi X “only X", AXAXX jinjin X “only X", ZEAEX yaobushi X “if not X', X1 £ X eryi
“only X"

HFX yexu X "maybe X', X xiangshi X "seems X"
22X shiqu X lose X', I FX guoyu X “too much X', 3 AKX guaiwo tai X "blame me X too much”

— The money spent for a meal in China per person was about 30~100 RMBs on

average, but was hundreds of RMBs or more for a product. If buyers were

unsatisfied with the food or the product, those who spent more money became

angrier and spent more time on writing a bad review.

— The purchasing and reviewing of food was mainly accomplished via mobile phones,

while purchasing and reviewing products was mainly done on personal computers,

which made writing longer and versatile comments more convenient.

— Food sellers and buyers were in the same city, and it was easier for buyers to know

about a food seller through recommendations by friends and relatives. So, although

Table 7 Results of shifting positive clues to bad comments in the food reviews (X = positive)

Negation

Doubt

Desire

Comparison

Transition
Condition
Limitation
Uncertainty
Others

AX bu X "not X', AMEX bugou X “not X enough’, XA X bugou “not X enough”, NEEX buneng
X “cannot X", ANUIX buru X "worse than X’, AN 42&X bushi X “be not X', ANFX busuan X "not X', A
KX buxiang X “not want X, %X mei X “there is no X", N4xX buhui X "will not X’, ANEAX bu
zenme X "not X very much”, A T4X mei shenme X “not X', WX mei sha X "not X', #HX
meiyou X “there is no X', RJEX buyuan X “wish not X’, JoX wu X “there is no X"

FEANEX shibushi X “is X or not”, X? X? “X?", hAAX weishenme X "why X', 1A X shenme X a
"not X", X " X ma "what X"

Ni%X yinggai X “should X"

PLRAUX yigian X “X in the past”, M\RTX conggian X "X in the past”, XERLE X xianzai “X but now”,
ZHIX zhigian X "X in the past”

X {H X dan "X but’
WX ruguo X “if X"
1RZbX henshao X “rarely X', Xifii £ X eryi “only X"

Page 14 of 22
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unsatisfied, the gap between expectations and reality was not very big. In contrast,
product sellers and buyers were normally in different cities, and many good
comments to buyers were faked and can be purchased. In this case, the gap
between expectations and reality was sometimes very big.

These comparisons suggest that polarity shifting in different domains varies in terms
of quantity and type. These results confirm that the best way to construct polarity shift-
ing patterns is from the corpora themselves.

4.2 Experiment lI: shifting negative clues in good comments

Although we hypothesized that polarity shifting would occur more frequently when
negating or canceling a positive clue, we needed to find out how polarity shifting be-
haved in a good comment when customers shifted negative clues. We used the corpus

of food reviews to perform this experiment.

4.2.1 Basic steps
Given a corpus, this experiment:

1. Initialize PS (the set of polarity shifting patterns) to be empty.

2. Perform segmentation and parts-of-speech tagging on the corpus, and the
result is C.

3. Annotate prior negative clues (please see Section 3.2 for selecting polarity clues),
and the result is NEGLIST.

4. Break C into phrases, and the result is PHRASE.

5. Retrieve all lines that contain at least one element in NEGLIST from PHRASE, and
all the negative clues in the lines are replaced by NEGTAG. The result is NEGLINE.

6. Given a minimum support, run the sequence mining algorithm on NEGLINE, the
output of the algorithm is PATLIST.

7. If PATLIST is empty or minimum support is lower than a threshold, terminate the
experiment.

8. Prune PATLIST by keeping the patterns that contain at least one element in NEGLIST.

9. Annotate PATLIST for polarity shifting patterns, which are added to PS; compress
PHRASE.

10. Reduce the minimum support, and go to step 6.

Step 5 was similar to the fifth step in Section 4.1, so please refer to it for more details.
We used the method introduced in Section 2.3 to generate polar clue candidates, and
then used the criterion introduced in Section 2.2 to select the prior negative clues,
which expressed negative sentiments independent of context.

Once a negative clue occurred in a good comment, it was highly possible that a po-
larity shifting pattern was met, as shown in Example 13 below:

(13) HEBEHERZ?
shui__shuo_ nanchi
who__say__unpalatable
Who said that it has a bad taste?
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In Example 13, #:MZ nanchi “bad taste” is a prior negative word, so if XNz nanchi
“bad taste” occurred in a good comment, such as #EUiX? shuishuo X? “who said that it
is X?,” then this indicates a possible polarity shifting pattern, where X denotes any polar
word. Similarly, we did not include contextual words in this experiment.

4.2.2 Experimental results

Some of the polarity shifting patterns are shown in Table 8. Compared with Table 7,
we found that the transition class was used more frequently when shifting negative
clues in good comments than when shifting positive clues in bad comments. In
particular, #t/& jiushi “only that” as a kind of concession seemed to occur only in
Table 8, which suggests that in a positive conversation circumstance, shifting to
the negative needs to be done more carefully and euphemistically. In contrast,
when shifting positive clues in bad comments, the speaker has no desire to main-
tain the conversation and will use more straightforward ways (other than a transi-
tion) to shift from good to bad. In addition, we found many attenuating patterns
in this experiment, which confirms that in a positive conversation circumstance,
shifting to the negative needs to be done more carefully and euphemistically. This
phenomenon is consistent with the Pollyanna principle.

4.3 Experiment llI: shifting between positive clues and negative clues

4.3.1 Basic steps

In this experiment, we wanted to see what the polarity shifting looked like when a posi-
tive clue and a negative clue occurred in the same line. Given a corpus, to find the po-
larity shifting patterns in it, our approach:

1. Initialize PS (the set of polarity shifting patterns) to be empty.

2. Perform segmentation and parts-of-speech tagging on the corpus, and the result is C.

3. Annotate prior positive clues and prior negative clues (please see Section 3.2 for
selecting polarity clues), and the results are POSLIST and NEGLIST respectively.

4. Retrieve all lines that contain at least one element in POSLIST and one element in
NEGLIST, then all the positive/negative clues are replaced by X/Y. The result is
POSNEGLINE.

Table 8 Results of shifting negative clues to good comments (X = negative)

Negation AX bu X "not X', A X meiyou X “there is no X', NAEX buneng X “cannot X", ANJ&:X bushi X “be
not X', ANFLX busuan X “not X, X mei X “there is no X", IN4xX buhui X “will not X, BHEX mei
sha X “not X", ANHX buyong X “need not X', JEX wu X “there is no X"

Doubt JHAX weishenme X “why X', J&ARJEX shibushi X “is X or not”
Desire AT X kexi X “it is a pity that X", %5 22X xiwang X "hope X"
Comparison  LLHEIX yigian X "X in the past’, AETX conggian X “X in the past”

Transition HLAEX jiushi X “only that X", HUARX suiran X “although X”, X {HJ& X danshi “X but’, X{H X dan “X
but’, fHX dan X "but X", XAN3d X buguo "X but”, A1LX buguo X "but X"

Condition

Limitation HX zhi X "only X", B T X chule X "except X", ME—X weiyi X “only X"

Attenuator H X youdian X “somewhat X”, 15 ¥£X youxie X “somewhat X’, FiT#X shaowei X “a bit X"
Uncertainty T BEX keneng X “maybe X", i1 X haoxiang X “seems X"

Others
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5. Given a minimum support, run the sequence mining algorithm on POSNEGLINE;
the output of the algorithm is PATLIST.
6. If PATLIST is empty or minimum support is lower than a threshold, terminate the

experiment.

7. Prune PATLIST by keeping the patterns that contain at least one element in
POSLIST and one element in NEGLIST.

8. Annotate PATLIST for polarity shifting patterns, which are added to PS; compress
POSNEGLINE.

9. Reduce the minimum support, and go to step 5.

As we already obtained the POSLIST and the NEGLIST from experiments I and II,
we did not need to annotate them again. A positive clue and a negative clue often oc-

curred between phrases, so we did not break down the sentences into phrases in this

experiment. Furthermore, there were too many lines that contained at least a negative

word and a positive word, so we limited our corpora to the first 1,000,000 lines, result-

ing in a 27-MB file that contained 318,000 lines. Then, we used sequence mining to ex-

tract the polarity shifting pattern candidates and annotate them. Some of the extracted

polarity shifting patterns are shown in Table 9 below:

Table 9 Results of shifting between positive clues and negative clues (X = positive; Y = negative)

Negation

Doubt

Desire

Comparison

Transition

Condition

Limitation

Attenuator

Uncertainty
Others

XBEATAY X meishenme Y “X not Y, XE&ATY X meiyou Y "X not Y, YANHIX Y buru X 'Y worse than
X' YANEX Y busuan X 'Y not X", YEEX Y mei X 'Y not X', X ANY X bu Y "X not Y, XA£3Y X buhui
Y "X will not Y, XAAEY X bushi Y "X is not Y’, Y ANAX Y bushi X *Y is not X', X ¥&Y X mei Y "X
not Y, & XY mei X Y “not X Y', Y ANEX Y bugou X *Y not X enough”, X INBEY X buneng Y “X
cannot Y', XY X bugou Y “X not Y enough’, XANHY X buyong Y “X not Y*, X RELY X busuan
Y "X not Y, X ¥&Y X mei Y "X not Y", YEATAX Y meishenme X Y not X", Y ¥&X Y mei X *Y not X,
Y RNEAX Y buzenme X Y not very X', NREX Y buneng X Y “cannot X Y, #ATAX Y meishenme
XY "not X Y, REX Y bugou X Y “not X enough Y’, NEAX Y buzenme X Y “not X enough Y’,
ALY X busuan Y X "not Y X", XAELY X buyao Y “X not want Y”

YAZEEX Y xiwang X Y hope X', XU[HEY X kexi Y “X it s a pity Y, YEEXX Y jianyi X Y suggest X", Y
FLREX Y yaoshi X Y if X"

YHABX Y gita X Y others X", XME—Y X weiyi Y “X only Y*, LXHTXY y-igian X Y “X in the past Y”, X
PLRTY X yigian Y “X Y in the past”, X3AthY X gita Y “X others Y".Y LARTX Y yigian X Y X in the
past’, YH'EX Y gita X 'Y others X', ANUAXY buru X Y "worse than X Y’, LLETYX y-igian Y X *Y in
the past X', ZHIXY zhigian X Y "X in the past Y’, XJ& Y X houlai Y "X Y in the later’, XZ HiY X
zhigian Y "X Y in the past’, X*FIY X pingshi Y “X Y usually”, XAHEY X benlai Y “X Y originally”, Y
ZHIX Y zhigian X Y X in the past”, Y JI[FX Y biede X “Y other than X", .¥RXY shangci X Y “last
time X Y", XY pingshi X Y “usually X Y', *EHFY X ping-shi Y X “usually Y X", &KXY benlai X Y
“originally X Y”

XHEREY X jiushi Y “X only that Y, XARLY X buguo Y “X but Y, YANIEX Y buguo X *Y but X, X{H )&
Y X danshi Y "X but Y", YI&SEX Y haishi X Y still X", YIEX Y dan X *Y but X", Y {BS&X Y danshi X "Y
but X', XESRY X suiran Y "X although Y”, XAJ &Y X keshi Y "X but Y*, X {fHY X dan Y "X but Y", H,
BRXY suiran X Y “although X Y, X ATY X ke Y “X but Y*, XEIY X que Y “X but Y”, YA J&X Y keshi X
Y but X”, YESRX Y suiran X *Y although X", HERYX suiran Y X “although Y X"

XURY X ruguo Y “Xif Y, YWIERX Y ruguo X Y if X7, WIEXY ruguo X Y “if X Y”

XEJZY X zhishi Y “X only Y, XJLY X zhi Y "X only Y*, JUEXY zhishi X Y “only X Y, HUEYX zhishi
Y X "only Y X, ME—YX weiyi Y X “only Y X", XB& TY X chule Y "X except Y", YR X Y zhi X *Y only X',
YIE—X Y weiyi X “Y only X", & T XY chule X Y “except X Y", Bk T YX chule Y X “except Y X"

XA Y X youdian Y "X somewhat Y, XFHIY X shaowei Y “X somewhat Y’, XI&Y X lue Y "X a bit
Y BEYX fue Y X “a bit Y X", FiTHYX shaowei Y X “a bit Y X", X7 2EY X youxie Y “X a bit Y”, XF§Y X
shao Y "X a bit Y”

XUFA4Y X haoxiang Y "X seems Y', H XY kangilai X Y “seems X Y"
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4.3.2 Experimental results

As can be seen in Table 9, there are no polarity shifting patterns in the doubt class'.
Suppose a negative clue is shifted by a “doubt” shifting pattern and a positive clue fol-
lows, the positive clue seems an answer to the doubt, which is like answering one’s own
question. Such baffling expressions are rare in the literature. In contrast, there are
many patterns in the comparison and transition classes. Since this experiment required
that sentences include both a positive clue and a negative clue to qualify as having po-
larity shifting patterns, it is not difficult to understand why there were so many in-
stances found in these two classes. This is a similar case for the negation class, as
speakers can easily negate a polar clue and put it with a clue of opposite polarity, which
is quite common in informal texts.

In the attenuator class in Table 9, only Y (i.e., negative) was attenuated, which is con-
sistent with the results in Tables 6 through 8. Normally, people try to attenuate bad
things instead of good things. Furthermore, there were some shifting patterns in the
limitation class. Normally, a speaker selects the only positive/negative thing from the
overall negative/positive comments.

The most important finding in experiment III is that the experiment did not need
star rating information, which is sometimes hard to obtain. Therefore, we can apply
our approach to almost unlimited raw corpora as long as a polarity lexicon is con-
structed. Although some classes (especially doubt) of polarity shifting patterns were not
abundant in this experiment, it did provide most of the polarity shifting patterns.

5 Related work

In Wiegand et al. (2010), the authors presented a survey on the role of negation in senti-
ment analysis and analyzed it based on negation modeling, the scope of negation, and the
detection of negation. The negation discussed in Wiegand et al. (2010) included modal,
possibility, diminisher, etc. The work also offered an interesting observation—“not bad” is
not the same as “good”—and showed that sentiment analysis is a very subtle and
hard task.

In Polanyi and Zaenen (2004), the different types of negations were modeled on con-
textual valence shifting. The model assigned scores to polar expressions (i.e., positive
scores for positive polar expressions and negative scores for negative polar expressions,
respectively). If a polar expression was negated, its polarity score was simply inverted.
Moreover, Kennedy and Inkpen (2005) evaluated a negation model that was similar to
the one proposed by Polanyi and Zaenen (2004).

Some research has reported performance improvements when considering polarity
shifting and its tasks. Pang et al. (2002) reported improvements by adding artificial fea-
tures to plain words in which negation was not considered. Ikeda et al. (2008) pre-
sented a model to detect polarity shifting in sentences, which improved sentiment
classification. To improve the performance of sentiment classification, Morsy and Rafea
(2012) considered different categories of contextual valence shifters (i.e., intensifiers,
negators, and polarity shifters) and frequency information. The results of all these ex-
periments showed a significant improvement from the baselines in terms of accuracy,
precision, and recall, which indicates that the proposed feature sets were effective in
document-level sentiment classification. In Li et al. (2013), the authors performed ex-

periments on a multi-domain sentiment classification corpus and the Cornell movie
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review dataset. After all the trigger words were used, the improvement was found to be
significant (5.3 higher on average). Moreover, improvements from the baseline were all
significant (at the 0.01 level).

In Li et al. (2010), the authors manually checked 100 sentences that were explicitly
polarity-shifted and offered the following eight types of polarity shifting structures:

— Explicit negation (not, no, without)

— Contrast transition (but, however, unfortunately)
— Implicit negation (avoid, hardly)

— False impression (look, seem)

— Likelihood (probably, perhaps)

— Counterfactual (should, would)

— Exception (the only)

— Until (until)

This work offered a rough distribution of polarity shifting in the corpora and some
typical polarity shifting patterns. However, for a practical system, the patterns manually
extracted from only 100 sentences are not enough. Our work aimed to extract more
polarity shifting patterns from massive text corpora.

Boubel et al. (2013) presented an automatic approach to extracting contextual valence
shifters (i.e., polarity shifting patterns). The system depended on two resources in
French, a corpus of reviews, and a lexicon of valence terms to build a list of French
contextual valence shifters. The work had a target similar to our approach, which
aimed to extract Chinese polarity shifting patterns. However, our work did not use any
syntactic parsers, and the extracted patterns were word sequences other than a term in
a syntactic tree, which makes our approach more general.

6 Conclusions
Polarity shifting is a phenomenon in sentiment analysis that denotes the inversion, at-
tenuation, or cancelation of the sentiment of a polarity clue (i.e., word or phrase) in a
sentence. A polarity shifting pattern is a pattern that performs polarity shifting. Previ-
ous research has shown that the detection of polarity shifting can improve the perform-
ance of sentiment analysis. Currently, researchers often manually check a corpus line
by line to find sentences containing polarity shifting and then extract the polarity shift-
ing pattern. However, this process is time-consuming and may miss many polarity shift-
ing patterns.

This study used an iterative annotating approach to find polarity shifting patterns
from massive text corpora, which greatly reduced the labor used for annotating. To
find the polarity shifting patterns, our approach followed the steps below:

1. Select text lines from a corpus where shifting occurs frequently. For example, if a
positive word occurs in a bad comment, normally, polarity shifting should occur.

2. Use sequence mining to generate frequent polarity shifting pattern candidates. In
the candidates, all the polar words (positive/negative) were generalized to
variables (X/Y) so we could focus on the patterns of polarity shifting instead
of the polar words.
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3. Annotate polarity shifting patterns. Sentences were annotated as “yes” for polarity
shifting patterns, “no” for sequences that had nothing to do with polarity shifting,
and “not sure” for uncertainty.

4. Repeat steps 2 and 3 until no more frequent patterns are generated.

In choosing polar words for our approach, we avoided contextual polarity words,
such as K da “big” and i gao “high,” and words from the desire class because it is dif-
ficult for an algorithm to decide the polarity (positive/negative) of desire words or con-
textual polarity words without contexts, which would make it hard to decide whether
polarity shifting existed in a sentence.

The highlights of this approach are as follows:

— We generated frequent word sequences for annotating, since we knew that
polarity shifting patterns are short word sequences normally containing 1~3
words. For a frequent polarity shifting pattern, we only needed to annotate it
once, instead of many times when annotating line by line, thus saving a great
deal of human labor.

— We did not need to modify the criterion of annotation that was used for annotating
the corpora in a fully manual way (i.e., checking each corpus line by line).
Researchers using our approach can design their own annotation criterion.

We performed three experiments to extract polarity shifting patterns:

— I: Shifting positive clues in bad comments
— II Shifting negative clues in good comments
— [II: Shifting between positive clues and negative clues

To perform our experiments, we collected food comments and product comments
from the Internet, where polar words are abundant. Most important of all, each com-
ment had a star score (from 1~5), which means that customers had already annotated
bad comments or good comments for us, so we could filter the comments we needed
for various experiments directly.

Wiegand et al. (2010) reported that “not bad” is different from “good,” although
people think that “not good” is almost the same as “bad”. We wanted to see the
difference between these two different kinds of polarity shifting, so we performed
the first and the second experiments. Furthermore, after seeing how the transition
between “good” and “bad” behaved, we performed the third experiment. We did
not perform experiments in a machine-learning scenario because we focused on
the linguistic analysis of polarity shifting patterns in this study. Furthermore, exper-
iments on performance improvement via polarity shifting have been shown in
works such as Pang et al. (2002), Kennedy and Inkpen (2005), and Li et al. (2013).

The results were analyzed and compared, and some interesting phenomena were
reported. For example, ¥L/& jiushi “only that” as a kind of concession occurred
only in the experiment that shifted negative clues in good comments. Furthermore,
in all the experiments only Y (i.e., negative) was attenuated. Both cases showed
that representing the “negative” needs to be done more carefully and



Xu and Huang Lingua Sinica (2016) 2:5 Page 21 of 22

euphemistically. Compared with the fully manual method, our approach detected
subtler polarity shifting as we extracted far more polarity shifting patterns. For
more details, see Sections 4.1, 4.2, and 4.3. In the future, we would like to
generalize this approach to cover similar annotation tasks.

7 Endnotes

For ease of reading, A~ bu is translated as “NEG” in the separate examples, and as
“not” in the running text and tables

"In this paper, X and Y are used to denote positive and negative clues, respectively, as
noted.

“https://pypi.python.org/pypi/gensim

dhttps://github.com/fxsjy/jieba

“http://www.keenage.com/download/sentiment.rar

"https://docs.google.com/forms/d/e/1FAIpQLSe20EyOE3bp9cKT0OgF6RADod THOm-
rilGegkGYa030HYejhi9g/viewform?c=0&w=1

8https://docs.google.com/forms/d/e/1FAIpQLSe20EyOE3bp9cKT0gF6R4Dod THOm-
rilGegkGYa030HYejhi9g/viewform?c=0&w=1

"We considered a review with one star to be a bad review.

"We did not annotate all the text lines but only the frequent ones, which could be the
reason for the missing of polarity shifting patterns in the doubt class.
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